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SUMMARY
Our research is motivated by 2 methodological problems in assessing diagnostic accuracy of traditional Chinese medicine (TCM) doctors in detecting a particular symptom whose true status has an ordinal scale and is unknown—imperfect gold standard bias and ordinal scale symptom status. In this paper, we proposed a nonparametric maximum likelihood method for estimating and comparing the accuracy of different doctors in detecting a particular symptom without a gold standard when the true symptom status had an ordered multiple class. In addition, we extended the concept of the area under the receiver operating characteristic curve to a hyper-dimensional overall accuracy for diagnostic accuracy and alternative graphs for displaying a visual result. The simulation studies showed that the proposed method had good performance in terms of bias and mean squared error. Finally, we applied our method to our motivating example on assessing the diagnostic abilities of 5 TCM doctors in detecting symptoms related to Chills disease.
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1. INTRODUCTION
Our paper is motivated by some methodological problems in studies of disease diagnosis and treatment in traditional Chinese medicine (TCM). Disease diagnosis and treatment in TCM are based on 5 main theories, namely the Yin and Yang theory, the 5 paths (elemental energies) theory, the vital organs theory, the theory of fundamental substances, and the theory of the meridians (Kaptchuk, 2001). Diagnosis in TCM is hence based on the cause of the disease and the combination of the 5 main theories. The actual
process is carried out through the classic “4 diagnostic methods,” which include “observation, inquiry, smelling/listening, and palpation.” Analyzing TCM data with statistic methods received a lot of attention in recent years (Zhang, 2004; Feng and others, 2006; Zhang and others, 2007, 2004, 2008) because TCM has a good performance on clinical therapy but has not be explained well by modern sciences. One of its primary problems is that TCM is based on its empirical diagnosis on the presence of a symptom or disease. The diagnosis in TCM is usually subjective and can be influenced by the doctor’s knowledge and clinic experience. Thus, knowledge about the performance of the doctors can be useful for patients to choose a right doctor, as well as for an improvement of TCM and prevention of misdiagnosis since a good TCM doctor can usually have a contribution to the TCM theory. In fact, some TCM books are collections of the good diagnoses in the past. Nevertheless, some current research have focused developing more objective guidelines in TCM. This requires to be able to identify good TCM doctors with high diagnostic accuracy. Therefore, it is important to developing methods for estimating and comparing the diagnostic ability of different doctors in detecting a symptom. While assessing the accuracy of a diagnostic test, we need to determine the true status of a symptom for each patient, the procedure of which is referred to as a gold standard. For the problem in TCM, however, it is impossible or irrational to obtain such a gold standard. Many concepts of symptoms and syndromes are unique in TCM, which could hardly be found in the theories of modern medicine or measured by any other medical instrument. Thus, all available data are the diagnosis from doctors, and the true symptom statuses, although exist according to the theory in TCM, are hard to obtain. This problem is called the imperfect gold standard problem. This problem exits not only in TCM but also in western medicine. For example, the definite diagnosis of Alzheimer’s disease (AD) on a patient cannot be established until a patient dies and a brain autopsy is conducted. Thus, a method for estimating the diagnostic accuracy without a gold standard is needed.

One additional problem in a study of TCM is that most of the diagnostic results on the true symptom or disease are given in ordered categories, denoting the symptom severity of the patients since the binary result is not adequate for choosing the right therapy. The use of an ordinal scale disease status is also common in the western medicine. For example, the stage of cancer progression at detection is an ordinal scale, range from localized cancer to distant metastases. Different quantity of medication and other method of therapy might be assigned to patients with different gradation of illness in order to receive a better curative result and reduce the side effect at the same time. For example, a patient has unbearable pain in his/her stomach might need a surgery immediately, while it is not a good choice for a patient who just feels slight aches. These example show that we need to differentiate among different severity of the symptom or disease statuses rather than just between the presence and absence of the symptom or disease. Standard receiver operating characteristic (ROC) curve methodology cannot be used to evaluate diagnostic accuracy of tests when the disease status has an ordered category response. Therefore, to evaluate diagnostic accuracy of different doctors in TCM, we need to deal with the 2 different statistical problems simultaneously: (1) the absence of a gold standard and (2) an ordered true disease status.

Hui and Zhou (1998) reviewed the available statistical methods for estimating the diagnostic accuracy of one or more new tests without a gold standard, when the true disease status is binary. As mentioned in Hui and Zhou (1998), almost all available statistical methods focus on binary test results. Henkelman and others (1990) proposed a maximum likelihood estimation (MLE) method for the ROC curves of 5-point rating scale tests without a gold standard using a multivariate normal mixture latent model; but their method assumes the existence of latent variables for multiple ordinal scale tests that follow the multivariate normal distribution, and this assumption may not be satisfied or is questionable in practice. Zhou and others (2005) proposed a nonparametric method of estimating ROC curves of ordinal scale tests without a gold standard, when the true disease status is binary. However, all these methods cannot be applied when the true disease status has an ordered scale.

When the true disease status has 3 ordered categories, several authors have proposed the 3-way surface ROC curve as a graph built on the 3 true classification rates when the gold standard is available (Mossman,
In this paper, we extend the idea of Zhou and others (2005) to deal with additional problem of an ordered true disease status. We propose a new nonparametric maximum likelihood (ML) method for estimating and comparing the relative accuracy of ordered-scale tests when the true disease status is also an ordered-scale without a gold standard. When the true disease status is a 3-class ordinal scale, Mossman (1999) proposed a volume under the 3-way surface ROC curve (VUC). In this paper, we also extend the VUC to a high-dimension scale of the true disease status, including the continuous scale. Finally, since a high-dimensional surface ROC curve is hard to visualize, we also propose 2 alternative arachnoid plots to display the diagnostic accuracy of tests when the true disease status has a high-dimensional ordinal scale.

The paper is organized as follows. In Section 2, we present the method for estimating the diagnostic accuracy of a Chinese medicine doctor’s judgement in detecting a single symptom. We also propose new graph displays in this section. In Section 3, we conduct simulation studies to assess the performance of the proposed method under different sample sizes and the disease prevalence. In Section 4, we present an application of our method to the motivating example on assessing the diagnostic abilities of 5 TCM doctors in detecting a symptom related to Chills disease. We conclude our paper with some discussions in Section 5.

2. ESTIMATE DIAGNOSTIC ACCURACY OF DOCTORS

2.1 Estimation method

In the clinical diagnosis, a doctor needs to exam many related symptoms before reaching to a conclusion. To present our method more clearly, we only consider the diagnosis of 1 single symptom to present our method in this section. To avoid confusion with disease diagnosis where there are many symptoms, we use symptom rather than disease here. Our purpose is to estimate the accuracy of different doctors in detecting a particular symptom. The situation is as follows: each of the N patients is diagnosed by each of the K doctors independently, and the diagnostic result of each doctor is an ordinal scale from 0 to J, denoting the status of the symptom from asymptomatic to severe. And throughout this article, we assume that the true symptom statuses are unknown for all N patients.

Let S be the unknown symptom status, which is an ordered multiple class from asymptomatic to severe, denoted by 0, 1, ..., D. Let T1, ..., Tk be the diagnostic results of K doctors. Here, to be more general, we allow the scale of the diagnostic result of a doctor to be greater than or equal to the scale of the symptom status (J ≥ D). This is useful in practice because test scores usually have more levels than the symptom status. In order to give a judgment that a patient’s symptom level is d, a doctor could choose a sequence of cut-points \( \{ j_0 = 0, j_1, ..., j_{D+1} \} \), \( (j_d \leq j_{d+1} \) for every \( d = 0, ..., D \)), and the decision rule is the following: Doctor k would call that a patient has a value \( d \) of the symptom if and only if \( j_d \leq T_k < j_{d+1} \), respectively, for \( k = 1, 2, ..., K \) and \( d = 0, 1, ..., D \).

The cut-points of different doctors could be different, i.e. the cut points of the kth doctor are \( j_{kd}, d = 0, ..., D \), where \( j_{k0} = 0 \) and \( j_{kd} \leq j_{kd+1} \). We omit the subscript \( k \) in the notation for the cut-points for simplicity of presentation.

Like the definition in the situation of 2 disease classes, we could obtain true-positive rates (TPRs) and false-positive rates (FPRs) of each status class and each for doctor under a given cut point sequence as follows:

\[
\text{TPR}_k(d) = P(j_d \leq T_k < j_{d+1} | S = d),
\]

and

\[
\text{FPR}_k(d) = P(T_k < j_d | S = d) + P(T_k \geq j_{d+1} | S = d), \tag{2.1}
\]

which could be used to evaluate the diagnostic accuracy of different doctors.
We define $\phi_{dkj} = P(T_k = j \mid S = d)$ for every $d = 0, 1, \ldots, D$, $k = 1, 2, \ldots, K$, and $j = 0, 1, \ldots, J$, subjecting to the normalizing conditions $\sum_{j=0}^{J} \phi_{dkj} = 1$ for every $d = 0, 1, \ldots, D$ and $k = 1, 2, \ldots, K$. Then we can write the TPRs and FPRs as follows:

$$\text{TPR}_k(d) = \sum_{j=j_d}^{j_d+1-1} \phi_{dkj},$$

and

$$\text{FPR}_k(d) = \sum_{j=j_0}^{j_d-1} \phi_{dkj} + \sum_{j=j_d+1}^{j_{p+1}-1} \phi_{dkj}. \quad (2.2)$$

Therefore, to evaluate the diagnostic accuracy of different doctors, we need to estimate $\phi_{dkj}$. Since we do not know the true symptom status, we need to estimate $\phi_{ikj}$. Let $y_{ikj} = 1$ if the diagnostic result of the $k$th doctor is $j$ for the $i$th patient and $y_{ikj} = 0$ otherwise, where $i = 1, 2, \ldots, N$, $k = 1, 2, \ldots, K$, and $j = 0, 1, \ldots, J$. Then we can construct a $K \times (J+1)$ dimensional vector of binary variables $y_i$, such that $y_i = (y_{i10}, \ldots, y_{i1j}, \ldots, y_{ik0}, \ldots, y_{ikj})$, which reflect the diagnostic results of the $i$th patient. Let $S_i$ denote the true symptom status.

Under the assumption that the diagnostic results of different doctors are conditionally independent given the true symptom status, we could write the conditional probability of having $i$th patient’s diagnostic result $y_i$ given their symptom statuses $S_i$ as follows:

$$g_d(y_i) = P(y_i \mid S = d) = \prod_{k=1}^{k} \prod_{j=0}^{J} [P(T_k = j \mid S = d)]^{y_{ikj}} = \prod_{k=1}^{K} \prod_{j=0}^{J} [\phi_{dkj}]^{y_{ikj}}.$$  

The likelihood contributed by the $i$th patient has a mixture form of

$$P(y_i) = \sum_{d=0}^{D} P(y_i \mid S_i = d) P(S_i = d)$$

$$= \sum_{d=0}^{D} p_d g_d(y_i),$$

where $p_d = P(S_i = d)$ for $d = 0, 1, \ldots, D$ are the prevalence rates of the symptom statuses.

Hence, the joint log likelihood of the observed data of all $N$ patients, $y = (y_1, \ldots, y_N)'$, is given by

$$l(p, \phi) = \sum_{i=1}^{N} \log \left[ \sum_{d=0}^{D} p_d g_d(y_i) \right],$$

where $p = (p_0, \ldots, p_d), \phi = (\phi_0, \ldots, \phi_d)$, and $\phi_d = (\phi_{d10}, \ldots, \phi_{d1j}, \ldots, \phi_{dk0}, \ldots, \phi_{dkj})$. 


To find the ML estimates for \( p = (p_0, \ldots, p_d) \), and \( \phi = (\phi_0, \ldots, \phi_d) \), subjecting to the normalizing conditions \( \sum_{j=0}^{J} \phi_{dkj} = 1 \) for every \( d = 0, 1, \ldots, D \) and \( k = 1, 2, \ldots, K \), we employ the expectation–maximization (EM) algorithm by treating \( S \) as missing data. Here, our complete data are \((y, S)\), and the complete-data log likelihood is as follows:

\[
l_c(p, \phi) = \sum_{i=1}^{N} \sum_{d=0}^{D} P(S_i = d) \log p_d g_d(y_i) .
\]

We let \( p^{(t)} = (p_0^{(t)}, \ldots, p_d^{(t)}) \) and \( \phi^{(t)} = (\phi_0^{(t)}, \ldots, \phi_d^{(t)}) \) indicate the estimates of \( p \) and \( \phi \) after the \( t \)th iteration of the EM algorithm. The conditional expectation of complete-data log likelihood given the observed data \( y \) and the current parameter estimates \( p = p^{(t)} \) and \( \phi = \phi^{(t)} \), computed in the \( t \)th step, is given as follows:

\[
E(\ell_c(p, \phi) | y, p^{(t)}, \phi^{(t)}) = \sum_{i=1}^{N} \sum_{d=0}^{D} P(S_i = d | y_i, p^{(t)}, \phi_i^{(t)}) \log p_d g_d^{(t)}(y_i),
\]

where

\[
g_d^{(t)}(y_i) = \prod_{k=1}^{K} \prod_{j=0}^{J} [\phi_{dkj}^{(t)}]^{ikj}
\]

and

\[
P(S_i = d | y_i, p^{(t)}, \phi_i^{(t)}) = \frac{p_{d}^{(t)} g_{d}^{(t)}(y_i)}{\sum_{d=0}^{D} p_{d}^{(t)} g_{d}^{(t)}(y_i)} .
\]

In \( M \)-step, we find the updated estimates of parameters by maximizing the conditional expectation of complete-data log likelihood, computed in \( E \)-step, with respect to \( p \) and \( \phi \), which result in the following explicit expressions:

\[
p_{d}^{(t+1)} = \frac{1}{N} \sum_{i=1}^{N} P(S_i = d | y_i, p^{(t)}, \phi_i^{(t)})
\]

and

\[
\phi_{dkj}^{(t+1)} = \frac{\sum_{i=1}^{N} P(S_i = d | y_i, p^{(t)}, \phi_i^{(t)}) y_{ikj}}{\sum_{i=1}^{N} P(S_i = d | y_i, p^{(t)}, \phi_i^{(t)})} .
\]

Therefore, according to the theory of EM algorithm, the convergent values from the above EM algorithm give us MLEs of the parameters, denoted by \( \hat{p} \) and \( \hat{\phi} \). However, as mentioned by Zhou and others (2005), these ML estimates may be sensitive to the selection of the initial parameter estimates, and the recommendations are to avoid taking equal \( \phi_{0kj} = \phi_{1kj} = \cdots = \phi_{Dkj} \) for all \( k \) and \( j \) as initial values and to try a set of reasonable initial parameter estimates and compare the local log-likelihood maxima obtained.
2.2 Indicator and graphical representation of the accuracy in D-class diagnostic task

Although the parameters \( \phi_{dkj} = P(T_k = j | S = d) \), in the previous section, could give us the information needed in evaluating the diagnostic accuracy of different doctors, it may be difficult to summarize these conditional probabilities into an overall measure of doctors’ diagnostic accuracy in detecting the symptom when the true symptom status is a high-dimensional class. In dichotomous true symptom tasks, ROC analysis is used to depict diagnostic accuracy by plotting the TPR (= test sensitivity) as a function of the FPR (= \([1 - \text{test specificity}]\)) as the decision threshold is moved through its range of possible cut-points, and the area under an ROC curve (AUC) could be used to summarize doctors’ overall accuracy. As for a trichotomous true symptom task, Mossman (1999) presented an ROC surface on 3D coordinates and its volume as an overall measure of accuracy. However, this method has a visual problem when the true symptom has a high dimension. Here, we extend his concept to an \( n \)-dimensional true symptom status.

The TPRs and FPRs of each status class and each doctor under a given cut-point sequence are given by (2.1) in the previous section. Here, we define the overall accuracy \( V \) as the averaged probability of correctly diagnosing a symptom status as the true status under a random selected sequence of cut-points \( \{ j_0 = 0, j_1, \ldots, j_{D+1} = J + 1 \} \), (\( j_d \leq j_{d+1} \) for every \( d = 0, \ldots, D \)), i.e. the overall accuracy of the \( k \)th doctor is given by

\[
V_k = \frac{\text{aver}}{0 = j_0 \leq j_1 \leq \cdots \leq j_{D+1} = J+1} \left\{ \prod_{d=0}^{D} P(j_d \leq T_k < j_{d+1} | S = d) \right\}.
\]

where “aver” is referred as an average operator.

Using (2.2), we can rewrite the above equation as follows:

\[
V_k = \frac{\text{aver}}{0 = j_0 \leq j_1 \leq \cdots \leq j_{D+1} = J+1} \left\{ \prod_{d=0}^{D} \text{TPR}_k(d) \right\},
\]

\[
= \frac{\text{aver}}{0 = j_0 \leq j_1 \leq \cdots \leq j_{D+1} = J+1} \left\{ \prod_{d=0}^{D} \sum_{j_d+1}^{j_{d+1}-1} \phi_{dkj} \right\},
\]

\[
= \sum_{j_1=0}^{J} \left\{ \phi_{0k1} \sum_{j_2=j_1}^{J} \left[ \phi_{1kj_2} \cdots \sum_{j_{D+1}=j_D}^{J} \phi_{Dk_{D+1}} \right] \right\}.
\]

(2.3)

We notice that this is an equivalent concept as AUC in 2-class diagnostic task and volume under the ROC surface (VUS) in 3-way ROC: if we depict the points (\( \text{TPR}_k(1), \ldots, \text{TPR}_k(D) \)) in a \( D \)-dimension coordinates, where the projection on the \( i \)th axis is \( \text{TPR}_k(i) \), the volume under the terrace-shaped hypersurface generated by these points is (2.3). The proof for the equivalence of the overall accuracy measure \( V \), and the AUC in the case of a 2D disease status can be found in Section A of the supplementary material available at Biostatistics online. It is not hard to understand this equivalence. Recall in the case of 2D disease status, the AUC is the average of TPRs over all possible specificities, i.e. the AUC can be interpreted as the probability of correct ranking of test results, one being randomly chosen from the diseased population and the other being randomly chosen from the nondiseased population. Mossman (1999) extended this concept to his 3-way surface ROC curve, where the VUC was equal to the probability that a triplet randomly chosen from 3 different groups will be correctly ranked by the decision maker. In our case, rather than simply defining the TPR as the probability that a doctor would not understate or overstate
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the symptom statuses of the patient, which equal to the probability that the diagnostic result is higher or lower than a cut-point, we define TPRs as the probability that the diagnostic result is between 2 cut-point. Thus, the average of TPRs as the probability that the diagnostic result is between 2 cut-point. Although the overall accuracy defined above is equal to the volume under the $D$-dimension ROC surface as we pointed out, it is difficult to depict this high-dimensional ROC surface in a visible graph.

If doctors’ responses are continuous, $P(T_k = t | S = d)$ are smooth functions $f_{kd}(t)$, and (2.3) could be written as follows:

$$V_k = \sum_{j=0}^{J} \left[ \phi_{0kj} \sum_{l=j}^{J} \phi_{1kl} \right],$$

which is equal to the AUC when we use terrace-shaped lines to connect the points. If we use inclined lines rather than terrace-shaped lines to connect the points, which means $P(T_k = t | S = d)$ are linear functions, we will use (2.4) to get the overall accuracy indicator as

$$V_k = \sum_{j=0}^{J-1} \left[ \phi_{0kj} \sum_{l=j+1}^{J} \phi_{1kl} \right] + \frac{1}{2} \sum_{j=0}^{J} \phi_{0kj} \phi_{1kj},$$

which is equal to the AUC under the trapezoidal rule.

In addition, the result for 3-class diagnostic task with inclined planes connecting the points is given as follows:

$$V_k = \sum_{j_1=0}^{J} \left[ \phi_{0kj_1} \sum_{j_2=j_1}^{J} \phi_{1kj_2} \left( \frac{1}{2} \phi_{2kj_2} + \frac{2}{3} \times \frac{1}{2} \phi_{2kj_2} + \frac{1}{3} \times \frac{1}{2} \phi_{2kj_2+1} + \sum_{l=j_2+2}^{J} \phi_{2kj} \right) \right],$$

which is the VUC of the 3-way ROC surface.

Also, when evaluating the diagnostic accuracy of different doctors, we should notice that the accuracy indicator defined above is $1/D!$ for a random guess rather than $1/2$ as in dichotomous cases.

Although the overall accuracy defined above is equal to the volume under the $D$-dimension ROC surface as we pointed out, it is difficult to depict this high-dimensional ROC surface in a visible graph. Inspired by C. Ferri, J. Hernández-Orallo, & M.A. Salido (2003), we propose 2 arachnoid graphs to show a visual result that can present the diagnostic ability of each doctor.
The graph of accuracy represents the probabilities of correct diagnosis. It contains \( D \) radials as axes, representing \( D \) symptom statuses, and the scale on each of the radials denotes the possibility of correct diagnosis regarding to this symptom status. The graph of inaccuracy reflects the probabilities of incorrect conclusion with different types of errors. Specifically, it contains \( D \times (D - 1) \) radials labeled as \( d \rightarrow j \). The points on axis \( d \rightarrow j \) indicate the probability that the diagnostic result \( T \) is \( j \) when the true symptom status \( S \) is \( d \), i.e. the values of \( \phi_{dkj} = P(T_k = j | S = d) \), different colors represent different doctors. Consequently, a better doctor tends to occupy a larger area in the graph of accuracy and a smaller area in the graph of inaccuracy, which could help us to visualize the diagnostic abilities of different doctors. An example, when \( K = 5 \) and \( D = J = 3 \), is shown in Figure 1. The axes in the left arachnoid graph are only those when \( d \) equals to \( j \), which show the probability of correct diagnosis, and the right arachnoid graph shows the probability of incorrect diagnosis.

There are other available methods to present the diagnostic capabilities of the doctors. For example, if it is important to know the over/underestimated symptom status level, the classification profile (CP) can be used, which is based on the probabilities \( P(T = i | S = j) \) and an index \( k \) defined by \( k = i - j \). Thus, \( k \) is zero for the probability of accurate diagnosis, is negative for the probabilities of underestimation and is positive for overestimation. An example with \( D = J = 3 \) is shown in Figure 2. The shape of the CP graphically reflects overall diagnosis performance. A CP, which has a relatively high and narrow peak at \( k = 0 \), corresponds to a doctor who classifies symptom status accurately, and a CP, which is most flat, is from a bad doctor. A plot skewed to the left of the zero vertical line indicates a doctor who tends to underestimate the symptom status level, while a plot skewed to the right tends to overestimate the symptom status level.

3. Simulation Study

In this section, we carried out simulation studies under different levels of the diagnostic performance of doctors as well as different prevalence rates in the different classes of a symptom to assess the performance of the nonparametric method and the overall diagnostic accuracy described in the previous section. For simplicity, we chose \( K = 5 \) and \( D = J = 4 \) as in our real data set. Since in practice, it is difficult to collect...
the data in which one patient is diagnosed by many doctors, the total number of patients \( N \) could not be very large. In our simulation, we chose the number of patients as 20 and 40. We considered 3 different prevalence rates for each sample size. The first scenario assumed equal portions for patients with different symptom severity. The second one assumed that more patients were of heavier symptom status. And the last assumption considered \( U \)-shaped prevalence rates, where most patients are in the asymptomatic and severe groups, while less patients are in the 2 groups with mild or moderate symptom status.

We simulated 5000 data sets under each setting. We then implemented the proposed method to obtain the parameter estimates. As for the choice of initial values, we avoided equal \( \phi_{0kj} = \phi_{1kj} = \cdots = \phi_{Dkj} \) for all \( k \) and \( j \) as mentioned previously. To avoid reaching a local maximum, we used a number of initial values, then compared the local log-likelihood maxima obtained for each of the chosen initial values before deriving the global ML estimates. In addition, we also used the initial values given by experts of TCM and the results were the same. We focus on assessing the bias and mean squared error (MSE) of the estimates of the diagnostic accuracy indicators under different settings. The results were shown in Table 1. To help better evaluate the performance of all estimates, the biases and MSEs of all \( \phi_{dkj} \) with \( d = 0, 1, \ldots, 3 \), \( k = 1, 2, \ldots, 5 \), and \( j = 0, 1, \ldots, 3 \) were also summarized in the last 3 columns of Table 1.

From the results, we can see that the proposed method yields ML estimates for the overall diagnostic accuracy with small biases and MSEs regardless of the true diagnostic performance of doctors and true prevalence rates of the statuses of a symptom. The summary result of all \( \phi_{djk} \) also support our method. We can see that even the maximum bias and MSE are not very large. In general, the results were slightly better when the prevalence rates of different symptom statuses were similar. And the larger the number of patients was, the smaller were the estimated bias and MSEs of the estimates.

The conditional independence assumption is crucial in the proposed method. Although it is reasonable in our real data problem, it is helpful to evaluate the robustness of the method when this assumption is violated. Suppose except for the true symptom status, there were some doctor-level covariates \( R \) that would influence the doctors’ decision. As a result, instead of conditional independence giving the true symptom status, the diagnosis results were correlated unless providing both true symptom status \( S \) and covariates \( R \). In these simulations, we suppose doctors’ decision was influenced by the covariate \( R \) via coefficient \( b \) through a probit model, where \( R \) follows a normal distribution with mean 0 and standard deviation 0.5. Specifically, \( P(T_{ik} = j | S_i = d, R_k = r) = \Phi(a_{dkj} + br) \), for \( i = 1, \ldots, N \), \( d = 0, 1, \ldots, D \), and \( k = 1, 2, \ldots, K \). We chose sample size \( N = 34 \) as in our real data set and simulated 5000 data sets under the 3 prevalence scenarios as before, i.e. equal portions with \( p_0 = 0.25 \), \( p_1 = 0.25 \),
Table 1. Results from 5000 simulations with $D = 3$, $K = 5$, and $J = 3$ under various prevalence rates and parameter settings

<table>
<thead>
<tr>
<th>True prevalence rates</th>
<th>Statistics</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>$\phi^*_d k_j$</th>
<th>max</th>
<th>min</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0 = 0.25, p_1 = 0.25$</td>
<td>Bias</td>
<td>$-0.014$</td>
<td>$-0.014$</td>
<td>$-0.024$</td>
<td>$-0.026$</td>
<td>$-0.035$</td>
<td>$0.046$</td>
<td>$0.000$</td>
<td>$0.017$</td>
<td></td>
</tr>
<tr>
<td>$p_2 = 0.25, p_3 = 0.25$</td>
<td>MSE</td>
<td>$0.045$</td>
<td>$0.050$</td>
<td>$0.057$</td>
<td>$0.069$</td>
<td>$0.059$</td>
<td>$0.123$</td>
<td>$0.003$</td>
<td>$0.046$</td>
<td></td>
</tr>
<tr>
<td>$p_0 = 0.10, p_1 = 0.20$</td>
<td>Bias</td>
<td>$-0.016$</td>
<td>$-0.018$</td>
<td>$-0.024$</td>
<td>$-0.019$</td>
<td>$-0.03$</td>
<td>$0.098$</td>
<td>$0.000$</td>
<td>$0.024$</td>
<td></td>
</tr>
<tr>
<td>$p_2 = 0.30, p_3 = 0.40$</td>
<td>MSE</td>
<td>$0.050$</td>
<td>$0.062$</td>
<td>$0.064$</td>
<td>$0.06$</td>
<td>$0.078$</td>
<td>$0.168$</td>
<td>$0.006$</td>
<td>$0.051$</td>
<td></td>
</tr>
<tr>
<td>$p_0 = 0.25, p_1 = 0.10$</td>
<td>Bias</td>
<td>$-0.031$</td>
<td>$-0.021$</td>
<td>$-0.015$</td>
<td>$-0.023$</td>
<td>$-0.058$</td>
<td>$0.357$</td>
<td>$0.001$</td>
<td>$0.042$</td>
<td></td>
</tr>
<tr>
<td>$p_2 = 0.15, p_3 = 0.50$</td>
<td>MSE</td>
<td>$0.050$</td>
<td>$0.058$</td>
<td>$0.064$</td>
<td>$0.065$</td>
<td>$0.087$</td>
<td>$0.199$</td>
<td>$0.003$</td>
<td>$0.066$</td>
<td></td>
</tr>
</tbody>
</table>

*Results for all $\phi^*_d k_j$ with $d = 0, 1, \ldots, 3$, $k = 1, 2, \ldots, 5$, and $j = 0, 1, \ldots, 3$.

$p_3 = 0.25, p_4 = 0.25$; increasing prevalence $p_0 = 0.1, p_1 = 0.2, p_3 = 0.3, p_4 = 0.4$; and $U$-shaped prevalence $p_0 = 0.25, p_1 = 0.1, p_3 = 0.15, p_4 = 0.5$. In each setting, we considered 3 different correlation levels by setting $b$ equal to 0.2, 0.5, and 1. The results on bias of the estimates were shown in Table 2, with MSEs in the parenthesis.

From the results, we can see that with correlations induced by the covariates, both the biases and MSEs are larger than those when conditional independence assumption holds. However, when the influence of the covariates to the diagnosis results were not very large, i.e. when the dependence was mild, the results were still acceptable. But as we expected, when the covariates have bigger influences, the biases and MSEs were increased. This suggests that the conditional assumption is necessary for the proposed method. And it is not suitable in the situation where the diagnostic results are highly correlated even conditional on the true symptom status.

In addition, we also performed additional simulation to assess the estimators’ performance on the boundary of the parameter space, i.e. some of the diagnosis probabilities $\phi^*_d k_j$ were zero. This question was first raised by the results of the real data analysis, where some of these quantities were estimated as zero. The parameter setup in the simulation used the estimated values of these parameters from the real data study. Results were shown in Section B of the supplementary material available at Biostatistics online. The results do not suggest that the proposed method have any different performance in these settings from the settings before.

4. REAL DATA STUDY

In this section, we applied the proposed method to assess 5 doctors’ diagnostic abilities concerning a certain disease based on a real TCM data set. The data were the syndrome differentiation results concerning Chills disease collected in 2005 at Xiaoyudong Village of Sichuan Province of China. Chills disease is caused by irregular dietary and life habit, hormone imbalance, and can lead to abnormal vascular...
**Evaluation of diagnostic accuracy**

Table 2. *Robustness performance from 5000 simulations when D = 3, K = 5, and J = 3 and patient number N = 34. Covariate R follows normal distribution with mean 0 and standard deviation 0.5, and influent diagnosis with coefficient b*

<table>
<thead>
<tr>
<th>True prevalence rates</th>
<th>Statistics</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>$\phi_{dkj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True values, b</td>
<td>0.356</td>
<td>0.408</td>
<td>0.505</td>
<td>0.606</td>
<td>0.703</td>
<td>Maximum</td>
</tr>
<tr>
<td>$p_0 = 0.25,$</td>
<td>0.2</td>
<td>$-0.008^{**}$</td>
<td>$-0.012$</td>
<td>$-0.019$</td>
<td>$-0.032$</td>
<td>$-0.023$</td>
<td>0.067</td>
</tr>
<tr>
<td>$p_1 = 0.25$</td>
<td>(0.020)$^{***}$</td>
<td>(0.020)</td>
<td>(0.023)</td>
<td>(0.026)</td>
<td>(0.027)</td>
<td>(0.040)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>$p_2 = 0.25,$</td>
<td>0.5</td>
<td>$-0.009$</td>
<td>$-0.003$</td>
<td>$-0.003$</td>
<td>$-0.018$</td>
<td>$-0.018$</td>
<td>0.129</td>
</tr>
<tr>
<td>$p_3 = 0.25$</td>
<td>(0.015)</td>
<td>(0.018)</td>
<td>(0.019)</td>
<td>(0.023)</td>
<td>(0.020)</td>
<td>(0.035)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>$p_0 = 0.10,$</td>
<td>1.0</td>
<td>$-0.030$</td>
<td>$-0.01$</td>
<td>$-0.039$</td>
<td>$-0.042$</td>
<td>$-0.031$</td>
<td>0.271</td>
</tr>
<tr>
<td>$p_1 = 0.20$</td>
<td>(0.018)</td>
<td>(0.020)</td>
<td>(0.024)</td>
<td>(0.026)</td>
<td>(0.027)</td>
<td>(0.048)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>$p_2 = 0.30,$</td>
<td>0.2</td>
<td>$-0.015$</td>
<td>$-0.023$</td>
<td>$-0.034$</td>
<td>$-0.047$</td>
<td>$-0.053$</td>
<td>0.132</td>
</tr>
<tr>
<td>$p_3 = 0.40$</td>
<td>(0.026)</td>
<td>(0.034)</td>
<td>(0.037)</td>
<td>(0.039)</td>
<td>(0.052)</td>
<td>(0.106)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>$p_0 = 0.25,$</td>
<td>0.5</td>
<td>$-0.012$</td>
<td>$-0.016$</td>
<td>$-0.013$</td>
<td>$-0.027$</td>
<td>$-0.11$</td>
<td>0.146</td>
</tr>
<tr>
<td>$p_1 = 0.10$</td>
<td>(0.016)</td>
<td>(0.021)</td>
<td>(0.026)</td>
<td>(0.025)</td>
<td>(0.025)</td>
<td>(0.062)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>$p_2 = 0.15,$</td>
<td>1.0</td>
<td>$-0.023$</td>
<td>$-0.020$</td>
<td>$-0.036$</td>
<td>$-0.038$</td>
<td>$-0.021$</td>
<td>0.293</td>
</tr>
<tr>
<td>$p_3 = 0.50$</td>
<td>(0.015)</td>
<td>(0.025)</td>
<td>(0.032)</td>
<td>(0.023)</td>
<td>(0.026)</td>
<td>(0.068)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>$p_0 = 0.25,$</td>
<td>0.2</td>
<td>$-0.018$</td>
<td>$-0.018$</td>
<td>$-0.009$</td>
<td>$-0.018$</td>
<td>$-0.028$</td>
<td>0.084</td>
</tr>
<tr>
<td>$p_1 = 0.10$</td>
<td>(0.018)</td>
<td>(0.021)</td>
<td>(0.021)</td>
<td>(0.022)</td>
<td>(0.027)</td>
<td>(0.066)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>$p_2 = 0.15,$</td>
<td>0.5</td>
<td>$-0.019$</td>
<td>$-0.008$</td>
<td>$-0.019$</td>
<td>$-0.02$</td>
<td>$-0.03$</td>
<td>0.151</td>
</tr>
<tr>
<td>$p_3 = 0.50$</td>
<td>(0.017)</td>
<td>(0.018)</td>
<td>(0.022)</td>
<td>(0.021)</td>
<td>(0.026)</td>
<td>(0.074)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>$p_0 = 0.25,$</td>
<td>1.0</td>
<td>$-0.038$</td>
<td>$-0.016$</td>
<td>$-0.026$</td>
<td>$-0.028$</td>
<td>$-0.051$</td>
<td>0.236</td>
</tr>
<tr>
<td>$p_1 = 0.10$</td>
<td>(0.016)</td>
<td>(0.022)</td>
<td>(0.027)</td>
<td>(0.026)</td>
<td>(0.028)</td>
<td>(0.096)</td>
<td>(0.001)</td>
</tr>
</tbody>
</table>

*Bias **MSE

contraction and expansion, decreased blood circulation function, and peripheral nerve excretion not fully discharged. Patients who suffer from Chills disease often have the following symptoms: hands and feet cold, headache or shoulder stiffness, fatigue, irritability, insomnia, and so on. Although it is relatively easy to tell whether a person has or does not has a Chills disease, more detailed information of the diagnosis on the severities of different symptoms is needed for choosing right treatments. However, diagnoses on a particular symptom are based on doctors’ judgments and could vary greatly. It is important to assess the relative diagnostic accuracy of different doctors.

In this data set, 34 patients were diagnosed by 5 doctors independently. The data set contained the diagnostic results of the 5 doctors on 12 symptoms of wind-phobia, extremities cold, body cold, sniveling, abdomen pain, warmphlie, crouchingness, liking for knead, inappetence, liking mild temperature, cold-sensitiveness, and cold-phobia, which are related to the Chills disease. For convenience, we denoted the symptoms as symptom 1 to symptom 12, respectively. The diagnostic results were given by an ordinal scale, 0, 1, 2, and 3, representing the doctors’ opinion that the symptom status of the patient was asymptomatic, slight, middle, or severe, respectively. The conditional independence assumption was necessary for our ML estimates, i.e. given the true symptom statuses, doctors’ diagnoses on the symptoms should be independent to each other. In our case, this assumption is reasonable because doctors examined some specific symptoms which did not have further surrogates in this study. They made their own diagnoses, based on their own judgment of cut-points rather than any common principles or common variables. It was unlikely to have any common covariates that influenced their decision. Taking symptom 1, wind-phobia, as an example, each doctor gave his/her own opinion about the severity that the patient was sensitive to
the wind. The doctors did not know the diagnosis results of others, and their conclusions were reached according to their own perceptions about the patients’ symptoms. Thus, when the true symptom status was given, their diagnoses were most likely to be independent. Since the real statuses of the symptoms, the gold standard in our case, unknown for all patients, we use the proposed method to assess the diagnostic abilities of these 5 doctors.

First, we applied the method described in Section 2.1 to obtain the ML estimates of the parameters \( \phi_{dkj} = P(T_k = j|S = d) \), i.e. the probability that the diagnostic result was \( j \) when the true symptom status was \( d \). Here, \( D = 3 \), \( K = 5 \), and \( J = 3 \). The results of symptom 1 were shown as an example in Table 3. The overall diagnostic accuracies proposed in Section 2.2 were also given to provide a general evaluation of doctors’ performance.

In order to give a more clear perception of the doctors’ diagnostic accuracy, we drew 2 arachnoid graphs based on Table 1 to show the accuracy and inaccuracy as discussed in Section 2.2. The pictures were reported in Figure 1. The points in the left arachnoid graph were the probabilities of correct diagnosis of the symptom and the right arachnoid graph showed the probabilities of incorrect diagnosis. In addition, we also drew a CP plot in Figure 3. From the graphs, we could see that in general, the diagnostic ability of Doctor 3 on symptom 1 was better than the other doctors, while the ability of Doctor 2 was not so good. Besides, Doctor 4 was slightly better than Doctor 1, and both Doctors 3 and 4 had better performance than Doctor 5.

Finally, we applied the proposed method to all of those 12 symptoms in data set and calculated the overall diagnostic accuracy given in Section 2.2. The results showed that the diagnostic accuracy of Doctor 3 was the best. Meanwhile, the performance of Doctors 2 and 5 were not so good. Doctor 4 performed slightly better than Doctor 1 but not as good as Doctor 3. Besides, although for all the symptoms, the standard deviations of diagnostic accuracy of different doctors were not very large, estimated
accuracy of a doctor can vary for different symptoms. We also notice that the diagnostic accuracy was more stable for Doctors 2 and 3, and fluctuant for Doctors 1 and 4. The results were shown in Table 4 and the standard deviations of the estimates based on the standard bootstrap method were also given. For detailed results, please refer to Section C of the supplementary material available at *Biostatistics* online.

5. DISCUSSION

In this paper, we have proposed a nonparametric ML method for estimating the accuracy of ordinal scale diagnostic tests when the gold standard on the true severity of symptom has an ordinal scale and is not available. The explicit solution at $M$-step makes it much easier to implement the corresponding EM algorithm. Our simulation results have shown the proposed estimators have good small bias and MSE in small sample sizes.

We use 2 arachnoid graphs and the CP plot to visually present the diagnostic ability of each doctor in distinguishing severity levels of a symptom. The graphs are easier to interpret than the series of estimators and can provide more information about diagnostic performance than the single overall accuracy measure $V_k$. Specifically, we can assess the inclination of underestimation or overestimation of doctors under different symptom statuses.

The proposed nonparametric method requires the conditional independence assumption. Although this assumption is reasonable in our example when considering a specific symptom, there are many other situations in which this assumption is questionable, and conditional dependence structure among different doctors should be considered. One area of further research is to develop a parametric ML method without assuming conditional independence. For example, we may use a log-linear model without higher-order interactions, or consider a random-effect modeling approach to relax this assumption.

Another extension is to deal with a symptom or disease status with a nominal scale. In our case, the symptom status has an ordinal scale from 0 to 3, denoting the severity of symptom from asymptomatic to severe. However, there are some situations in which we use discrete values to indicate different sub-diseases. For example, in the diagnosis of cancer, a doctor may be interested in determining whether it
is a lung cancer, colon cancer, or other types. Our definition of TPR, FPR, and the overall accuracy indicator did not include information of severity, rather, the TPR only includes the situations where the diagnosis results agree with the true symptom status while both underdiagnosis and overdiagnosis belong to FPR. This essentially gives equal weight to all type of errors, although one might consider giving different weight when some errors are known to be more harmful. With our definitions, the approach could be easily extended to a nominal scale once the diagnosis strategy for the nominal status are determined. However, without ordering, this kind of diagnosis problem is much harder. Nakas and Alonzo (2007) gave a discussion when the disease classes have an umbrella ordering. They essentially viewed this problem as a combination of the 2 possible sequential. A similar method of considering a nominal scale as a combination of all possible ordering might be one approach to address diagnosis problem with a nominal scale.

SUPPLEMENTARY MATERIAL

Supplementary material is available at http://biostatistics.oxfordjournals.org.
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