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Qing Li a,∗, Mingwei Xu b, Dan Wang c, Jun Li d, Yong Jiang a, Jiahai Yang b

a Graduate School at Shenzhen, Tsinghua University, Shenzhen, Guangdong, China
b Tsinghua University, Beijing, China
c Hong Kong Polytechnic University, Hong Kong
d University of Oregon, USA

A R T I C L E  I N F O

Article history:
Received 1 August 2014
Revised 4 July 2015
Accepted 4 July 2015
Available online 11 July 2015

Keywords:
Internet routing
Routing scalability
FIB aggregation

A B S T R A C T

Recently, the core net routing table is growing at an alarming speed which has become a major concern to Internet Service Providers. One effective solution is Forwarding Information Base (FIB) aggregation. All the previous studies assume every prefix has only one next hop. In this paper, we argue that a packet can be delivered to its destination by multiple selectable next hops. Based on this observation, we propose Nexthop-Selectable FIB aggregation. Prefixes, including those which originally have different next hops, are aggregated if they share one common next hop.

We provide a systematic study on this Nexthop-Selectable FIB aggregation problem. We present several practical choices to build selectable next hops for prefixes. We propose a non-trivial $O(N)$ algorithm to optimally solve the problem. We then study a generalized problem where we assign weights for different next hops to bound path stretch. We further develop an optimal incremental updating algorithm with constant running time. We evaluate our algorithms through a comprehensive set of simulations with BRITE and real world topologies. Our evaluation shows that the aggregated FIB is one order of magnitude smaller than the original one.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The global Internet has experienced tremendous growth over the past decade. The sheer growth of user population, as well as factors including multi-homing, traffic engineering, policy routing, have driven the growth of Default Free Zone (DFZ) routing table size at an alarming rate [1,2]. The Internet Service Providers (ISPs) are forced to upgrade their routers in an unanticipated pace, which leads to sharp increase in the cost of packet forwarding. Even the large ISPs cannot afford to upgrade all their routers [3,4]. A few ISPs have even resorted to filtering out some small prefixes (mostly /24), which implies that parts of the Internet may not have reachability to each other [5]. This suggests that ISPs are undergoing some pain to avoid the cost of router upgrades.

To handle this severe Internet routing scalability problem, many solutions are proposed. One set of proposals is to make a tradeoff between the path stretch and the routing table size by designing a new fully scalable distributed addressing & routing protocol [6–8]. Another set of proposals is to protect the core net router tables from the edge network addresses by Identifier/Locator separation [9–17]. Although some of these proposals emphasize incremental deployment, none of them can work on a single router without upgrading other ones.

A more immediate solution is Forwarding Information Base (FIB) aggregation. FIB aggregation shrinks the FIB with only local router upgrade and requires no protocol change. It is compatible with other architecture solutions as well. In FIB aggregation, multiple IP prefixes can be aggregated into one prefix if two conditions are satisfied: (1) the prefixes are numerically aggregatable and (2) their next hops are the same. FIB aggregation is not new. Many techniques [18–21] are proposed in academia.

All these previous studies focus on the first condition of FIB aggregation, which is how to find the numerical aggregatable prefixes. Very commonly, these algorithms assume that every IP prefix has only one next hop in the FIB. In contrast, we make a key observation that there can be multiple selectable next hops for each IP prefix, and through any one of these next hops, the packets can be delivered to the destination. As a matter of fact, such schemes including equal-cost multi-path routing (ECMP) and many multi-path routing (routing protection) schemes [22–24] naturally exist, making a selection of multiple...
next hops possible. Accordingly, we propose Nexthop-Selectable FIB (NS-FIB) aggregation, through which multiple IP prefixes can be aggregated into one prefix if (1) they are numerically aggregatable; (2) they have at least one common next hop.

**Example:** given two FIB entries, $(158.0.0.0/8, a)$, $(158.128.0.0/9, b)$ where the first element is the prefix and the second element is the next hop. Though these two prefixes are numerically aggregatable, they cannot be aggregated in any previous FIB aggregation schemes, as they have different next hops. Assume that both next hops $a$ and $b$ can deliver the packets of $158.0.0.0/8$ to the destination; and both $b$ and $c$ can deliver the packets of $158.128.0.0/9$ to the destination. Instead of allocating a single next hop for each prefix, we propose to allocate selectable next hops and the two prefix entries are as follows, $(158.0.0.0/8, a)$, $(158.0.0.0/9, b, c)]$. Thus, they can be aggregated into one entry $(158.0.0/8, b)$.

To fully explore the gain of NS-FIB aggregation, many difficulties need to be addressed. First, we need to provide the approach for a router to construct the NS-FIB, where every IP prefix has a set of selectable next hops. Through these next hops, the corresponding packets can be delivered to the destinations. Second, we need to design an effective algorithm to aggregate the NS-FIB at maximum. Third, selection of a sub-optimal next hop may result in a longer path. Thus, it is necessary to control the path stretch. Fourth, an efficient incremental algorithm is required to handle the dynamical updates.

In this paper, we for the first time provide a systematic study on the aforementioned problems. Inspired by LPA [22], we introduce two principles to construct the selectable next hops in practice. Through any of these next hops, the corresponding packets are guaranteed to be delivered to the destinations. We next formulate NS-FIB aggregation as an optimization problem. We show that it can be solved by dynamic programming. As a straightforward application of dynamic programming requires exponential running time, we develop a novel algorithm with complexity of $O(N)$. We then assign weights to different next hops and develop an algorithm that bounds the path stretch. We develop an optimal incremental updating algorithm, with constant complexity, to handle dynamical routing updates. We show that our scheme is orthogonal and can coexist with the existing FIB aggregation techniques.

We evaluate our algorithms by comprehensive simulations in China Education and Research Network (CERNET) [25]. We also evaluate our algorithms through BRITE-generated [26] and real world topologies, with the routing tables from RouteViews [27]. Our evaluation shows that NS-FIB aggregation achieves more than an order of the FIB size reduction, reducing the FIB size to that of 1998. We believe our scheme, locally and incrementally deployable, can reserve sufficient time for the agreement of advanced infrastructure changes of the Internet.

## 2. Background and problem formulation

### 2.1. Background of FIB aggregation

The growth of the Internet has made it a huge concern of the industry whether the capability of the router can match the increasing demand in Internet scalability. Even if the emerging advanced routers can match the demand, the ISPs cannot afford to upgrade all their routers, some of which are more than ten years old [3,4]. Among multiple solutions, a shrinking of the routing table is an immediate approach. In each router, there are two types of global routing tables, the Routing Information Base (RIB) and the Forwarding Information Base (FIB). The RIB stores the route information, including the path parameters and other attributes. When there are routing updates from BGP, the RIB will be updated. The RIB and the intra-domain routing table generate the FIB, which is stored in line cards. In the FIB, generally, every IP prefix has only one next hop. When a corresponding packet arrives, it will be forwarded to this next hop. With such a specific task (packet forwarding), the FIB uses the memory in high performance yet at a high price. This makes the FIB the core bottleneck of the Internet routing scalability.

Although FIB aggregation cannot shrink the RIB in RAM, it can reduce the entries in the TCAM, which is quite expensive and generally the bottleneck of old routers. Besides, FIB aggregation requires a pure local upgrade, with no change to routing protocols or router hardware. In contrast to a replacement, FIB aggregation can co-exist with other architectural solutions as well. All these make FIB aggregation attractive to industry and academia alike.

Nexthop-Selectable FIB (NS-FIB) aggregation is fundamentally different from previous FIB aggregation schemes. There are two levels of next hops for each IP prefix. For intra-domain routing, there can be multiple selectable next router hops towards the egress router of the current AS. For inter-domain routing, there can be multiple selectable next AS hops towards the destination (although involving policy problems). The mathematical foundation of our scheme (i.e., the aggregation algorithm) is applicable to both. However, further study is required before applying our algorithm in the inter-domain case, which would change routing protocols and the AS-level routing behavior (causing commercial issues). Therefore, we concentrate on applying our scheme in the intra-domain case and keep the inter-domain case as a possible future work.

We also delay the detailed discussion on constructing the NS-FIB in Section 4. We would like to comment that our work does not depend on specific approaches of constructing the set of selectable next hops. In what follows, we focus on how to aggregate the NS-FIB with a set of selectable next hops for each prefix.

### 2.2. The Nexthop-Selectable FIB aggregation problem

Although NS-FIB is compatible with some existing complex FIB aggregation algorithms (see Section 5), we first mainly focus on computing the minimized aggregated FIB with the restriction that no new prefix is generated.

Let a *Nexthop-Selectable FIB (NS-FIB)* be a set $\mathcal{F} = \{(p, A_p) | p \in \mathcal{P}\}$, where $\mathcal{P}$ is the prefix set ($|\mathcal{P}| = N$) and $A_p$ is the set of selectable next hops for $p$. A feasible aggregation for $\mathcal{F}$ is a set $\mathcal{F}_\text{agg} = \{(p, a_p) | p \in \mathcal{P}', \mathcal{P}' \subseteq \mathcal{P} \text{ and } a_p \in A_p\}$ where: for any IP address and its longest matching entries $(p, A_p)$ in $\mathcal{F}$ and $(p', a_p) \in \mathcal{F}_\text{agg}$, we have $a_p \in A_p$.

The *Nexthop-Selectable FIB aggregation problem (NS-FIB aggregation)* is: given a NS-FIB $\mathcal{F}$, find a feasible aggregation $\mathcal{F}_\text{agg}$ for $\mathcal{F}$ with the minimized $|\mathcal{F}_\text{agg}|$. The notations used in the paper are summarized in Table 1.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>The notation list.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notation</td>
<td>Definition</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>The default Nexthop-Selectable FIB</td>
</tr>
<tr>
<td>$p$</td>
<td>The set of prefixes in $\mathcal{F}$</td>
</tr>
<tr>
<td>$N$</td>
<td>The number of entries in $\mathcal{F}$, i.e., $</td>
</tr>
<tr>
<td>$\mathcal{F}_\text{agg}$</td>
<td>An NS-FIB aggregation for $\mathcal{F}$</td>
</tr>
<tr>
<td>$T(V, E)$</td>
<td>The NS-FIB tree of $\mathcal{F}$, $V = \mathcal{P}$</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>A certain subtree (or aggregation cell) in $T$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>The root of the tree $T$</td>
</tr>
<tr>
<td>$C_i$</td>
<td>The set of children of $T$ in $T$</td>
</tr>
<tr>
<td>$p$</td>
<td>A certain prefix of $\mathcal{F}$</td>
</tr>
<tr>
<td>$x$</td>
<td>A certain next hop for some prefix</td>
</tr>
<tr>
<td>$G(T)$</td>
<td>$T$’s optimal aggregation size</td>
</tr>
<tr>
<td>$G_p(T)$</td>
<td>$T$’s opt. aggr. size with $x$ selected by $R_i$</td>
</tr>
<tr>
<td>$S_p$</td>
<td>$p$-rooted branch of $T$</td>
</tr>
<tr>
<td>$\iota_x(p)$</td>
<td>$p$-rooted $x$-selectable agg. cell set in $T$</td>
</tr>
<tr>
<td>$T^*_x$</td>
<td>The opt. $R_i$-rooted $x$-selectable aggr. cell</td>
</tr>
</tbody>
</table>

A NS-FIB is shown in Fig. 1. Two corresponding feasible aggregations are shown in Fig. 2, and only Aggr. 1 is an optimal aggregation for the NS-FIB of Fig. 1.
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, \( \text{Aggr. 1} \{ p_6, a \} \), \( \{ p_2, a \} \), \( \{ p_0, c \} \), \( \{ p_6, e \} \) \nmin
\[ G_0(T) = \min_{x \in \mathcal{A}_R} G_x(T) \] (1)

We will prove that \( G_x(T) \) can be linked to an optimal sub-structure. We present a few more definitions.

A branch \( T \) of a tree \( T \) is a subtree consisting of a node and all of
its descendants in \( T \). Let \( S_{p_0} \) be the \( p \)-rooted branch of \( T \) (See \( S_{p_0} \) in
Fig. 3). Let \( C_T \) denote the set of the immediate children of a subtree
\( T \) in \( T \) (See \( C_T \) in Fig. 3). Let \( \mathcal{U}_a(p) \) denote the set of \( p \)-rooted and
\( x \)-selectable cells in \( T \) where \( x \in \mathcal{A}_p \) (See \( \mathcal{U}_a(p) \) in Fig. 3).

The optimal sub-structure of \( G_x(T) \) can be written as
\[ G_x(T) = 1 + \min_{T \in \mathcal{C}_x} \sum_{p \in \mathcal{A}_p} G(S_p) \] (2)

Intuitively, we would like to divide an NS-FIB tree \( T \) into one \( R_T \)-rooted \( x \)-selectable cell \( T \) and a set of branches rooted at the children
of \( T \) (\( C_T \)). As \( T \) can be aggregated into one entry, the size of
the optimal aggregation based on this division is \( 1 + \sum_{p \in \mathcal{A}_p} G(S_p) \).

Note that \( T \) can be of any form, as long as it is \( x \)-selectable and \( R_T \)-rooted. Therefore, \( G_x(T) \) takes the minimum of all different
forms of \( T \). For example, in Fig. 3, supposing \( x = a \), one possible division is \( T' = (p_0, p_1), S_{p_0} = (p_0), S_{p_2} = (p_2, p_5, p_6, p_7) \) and
\( S_{p_0} = (p_3, p_6, p_7) \) (\( G(S_{p_0}) = 2 \)). Another possible division is
\( T' = (p_0, p_1, p_2, p_3, p_8) \). \( S_{p_0} = (p_0), S_{p_2} = (p_2), S_{p_6} = (p_6), S_{p_7} = (p_7) \) and
\( S_{p_0} = (p_3) \). We can see that the size of the aggregation, based on the first division, is four (Aggr. 1 in Fig. 2), and
the size of the aggregation, based on the second division, is six (Aggr. 2 in
Fig. 2). In fact, the first division achieves an optimal aggregation with a
selected as the next hop for \( R_T \).

We initialize \( G(T) \) and \( G_0(T) \) for special cases:
\[ G(T) = 1, \quad \text{if } |T| = 1 \] (3)
\[ G_0(T) = \infty, \quad \text{if } x \not\in \mathcal{A}_R \] (4)

(3) indicates that an optimal aggregation of a single node tree is one
and (4) indicates that selecting an unavailable next hop for the root
of a tree is not allowed. \( \infty \) is infinity.

A dynamic programming algorithm can be derived from the
above optimal sub-structure. While the optimal solution can be
obtained, as \( \text{Lemma 1} \) suggests, \( |\mathcal{U}_a(R_T)| \) has an exponential
relation with the number of nodes \( \mathcal{U}_a(R_T) \) involves (i.e., \( |\mathcal{U}_a(p_0)| = 12 \)
in Fig. 3). Thus, if a straightforward exhaustive search is applied, the complexity of the algorithm will be exponential, which is unacceptable.

\textbf{Lemma 1.} The number of \( R_T \)-rooted \( x \)-selectable cells \( (|\mathcal{U}_a(R_T)|) \) has an
exponential relation with the number of nodes \( \mathcal{U}_a(R_T) \) involves.

\textbf{Proof.} Let \( \mathcal{U} \) be the max cell in \( \mathcal{U}_a(R_T) \). We can prove the Lemma by
proving that \( |\mathcal{U}_a(R_T)| \) has an exponential relation with the size of \( \mathcal{U} \).

We assume that \( \mathcal{U} \) is a perfect binary tree with \( l \geq 2 \) layers and
\( m (2^l - 1) \) nodes. Let \( Q_i \) be the number of subtrees rooted at \( R_T \) in
an \( l \)-layer perfect binary tree. The recurrent relation can be described as
\( Q_i = (Q_{i-1} + 1)^2, i \geq 2 \) with \( Q_1 = 1 \). Now we prove the Lemma by
segment amplification and minification.

\[ Q_i = (Q_{i-1} + 1)^2 = ((Q_{i-1} + 1)^2 + 1)^2 \]
\[ > (Q_{i-1} + 2)^2 = ((Q_{i-1} + 1)^2 + 1)^2 \]
\[ > \cdots \]
\[ > (Q_{i-1} + 1)^{2^{i-1}} = 2^{i-1}, \quad i \geq 2 \]

We can see that \( |\mathcal{U}_a(R_T)| > 2^{i-1} - 2 = 2^{i-1} \). Thus, \( |\mathcal{U}_a(R_T)| \) has an
exponential relation with the size of \( \mathcal{U} \) and the lemma is proved. \( \square \)

\subsection{3.2. The polynomial time algorithm}

For a branch \( T \) of \( T \), let \( T^*_x \) be an optimal \( R_T \)-rooted, \( x \)-selectable cell with the optimality of minimizing \( \sum_{p \in \mathcal{A}_p} G(S_p) \) (thus equal to
\( G_x(T) - 1 \)). A crucial challenge of calculating \( G_x(T) \) and \( G_0(T) \) is to
efficiently find \( T^*_x \) in \( \mathcal{U}_a(R_T) \). We propose Algorithm OptimalCell(\( x \)) to compute \( T^*_x \) and \( G_x(T) \). OptimalCell(\( x \)) will become a building block of our
main algorithm. In OptimalCell(\( x \)), instead of searching for the entire
\( \mathcal{U}_a(R_T) \), it is enough to only evaluate the children of \( R_T \), and combine
the optimal cells rooted at the children of \( R_T \) if necessary. Therefore, the
complexity of OptimalCell(\( x \)) is \( O(|T^*_x|) \), which is only related to
the children number of the branch root.
Algorithm 1 OptimalCell(x, T)

1: $T' \leftarrow \{R_T\}$. $G' \leftarrow 1$;
2: for all $p$ ∈ children of $R_T$ do
3:  if $x \in A_p$ and $G_x(S_p) = G(S_p)$ then
4:    $G' \leftarrow G' + G(S_p)$
5:  $T' \leftarrow T' \cup (S_p)$
6:  else $G' \leftarrow G' + G(S_p)$
7:  end if
8: end for
9: $T_x^* \leftarrow T'$. $G_x(T) \leftarrow G'$

We now prove that OptimalCell() finds an optimal $R_T$-rooted x-selectable cell $T_x^*$ and computes $G_x(T)$. We first prove two lemmas. The first lemma says that the branches of an optimal x-selectable cell are also optimal x-selectable cells. This lemma is the foundation of the correctness of dynamic programming. The second lemma says that any branch of an optimal cell $T_x$ can be exchanged with another optimal cell without changing the optimality of $T_x$. This lemma is critical as we will show that any optimal $R_T$-rooted x-selectable cell can be transformed into $T_x^*$ computed by OptimalCell().

Lemma 2. The branches of an optimal x-selectable cell are also optimal x-selectable cells.

We first explain an example in Fig. 3. $T_a = (p_0, p_1, p_3, p_8)$ is an optimal $p_0$-rooted $a$-selectable cell. As a branch of $T_a$, $(p_3, p_8)$ is also an optimal $p_3$-rooted $a$-selectable cell. We now formally prove Lemma 2.

Proof. We prove this lemma by contradiction. Let $T_x$ be an optimal x-selectable cell in $T$. Let $p$ be any prefix in $T_x$ and $T_1$ be the $p$-rooted branch of $T_x$. Assume that $T_1$ is not an optimal x-selectable cell in $T$. As such, there exists an optimal $p$-rooted x-selectable cell $T_2$ and

$$\sum_{p \in C_1} G(S_p) > \sum_{p \in C_2} G(S_p)$$

Let $T'_x = (T_x \setminus T_1) \cup T_2$. Then

$$\sum_{p \in C_1} G(S_p) > \sum_{p \in C_2} G(S_p)$$

contradicting to the fact that $T_x$ is optimal. □

Lemma 3. A branch $T_1$ of an optimal x-selectable cell $T_x$ can be exchanged with any other optimal $R_T$-rooted x-selectable cell $T_2$, without changing the optimality of $T_x$.

Before proving this lemma, we discuss an example in Fig. 3 first. $T_a = (p_0, p_1, p_3)$ is an optimal $p_0$-rooted $a$-selectable cell. $(p_3, p_8)$ is an optimal $p_3$-rooted $a$-selectable cell. By exchanging the branch $(p_3)$ of $T_a$ with $(p_8, p_0)$, $T_a$ is transformed into $(p_0, p_1, p_3, p_8)$ and remains to be an optimal $a$-selectable cell according to the definition of optimality. We now formally prove Lemma 3.

Proof. Let $T_1 = (T_x \setminus T_1) \cup T_2$, $C_x = C_x' \cup C_1 \cup C_2$, $C_1 = C_1 \setminus C_x'$ and $C_2 = C_2 \setminus C_x'$. We can see that $C_x' = (C_x \setminus C_1) \cup C_2$. Now we prove that $T_x^*$ is an optimal x-selectable cell.

$T_1$ is an optimal x-selectable cell by Lemma 2.

$$\sum_{p \in C_x} G(S_p) = \sum_{p \in C_1} G(S_p') = G_x(S_{R_1}) - 1$$

$$\sum_{p \in C_x} G(S_p) = \sum_{p \in C_1} G(S_p) + \sum_{p \in C_2} G(S_p)$$

$$= \sum_{p \in C_1} G(S_p) + \sum_{p \in C_2} G(S_p)$$

As $T_x$ is an optimal cell, $T_x^*$ is optimal as well. □

Theorem 4. OptimalCell() computes an optimal $R_T$-rooted x-selectable cell and $G_x(T)$.

Proof. Based on Lemmas 2 and 3, we prove that the cell $T_x^*$ computed by OptimalCell() is optimal by transforming any optimal $R_T$-rooted x-selectable cell $T_x$ into $T_x^*$. Let $C_1$ be the children set of $R_T$ in $T_x^*$. Let $C_2$ be the children set of $R_T$ in $T_x$, $C_1 \subseteq C_2$, which can be proved by contradiction as follows.

Assume that $\exists \tilde{p} \in C_1$ and $\tilde{p} \notin C_2$. According to OptimalCell(),

$$G_x(S_{\tilde{p}}) = G(S_{\tilde{p}})$$

Let $T' \subseteq T_x^*$ be any optimal $\tilde{p}$-rooted x-selectable cell. Let $T_\tilde{p} = T_x \cup T'$.

$$\sum_{p \in C_1} G(S_p) = \sum_{p \in C_2 \setminus \{\tilde{p}\}} G(S_p) + G(S_{\tilde{p}})$$

$$\sum_{p \in C_2 \setminus \{\tilde{p}\}} G(S_p) + G(S_{\tilde{p}})$$

$$= \sum_{p \in C_2 \setminus \{\tilde{p}\}} G(S_p) + 1 + \sum_{p \notin C_T} G(S_p)$$

$$= 1 + \sum_{p \notin C_T} G(S_p)$$

which contradicts the fact that $T_x$ is optimal x-selectable cell. Thus, $C_1 \subseteq C_2$.

$\forall p \in C_1$, two cases exist: if $p \in C_1$, the $p$-rooted branch of $T_x$ can be replaced by the $p$-rooted branch of $T_x^*$ without changing the optimality of $T_x^*$; if $p \notin C_1$, the $p$-rooted branch of $T_x$ can be removed without changing the optimality of $T_x$. Below are the details of these two cases.

Case One: $p \in C_1$ and $p \notin C_2$. According to OptimalCell(), $T_1$ is an optimal $p$-rooted x-selectable cell. Let $T_2$ be the $p$-rooted branch of $T_1$. According to Lemma 3, $T_2$ can be replaced by $T_1$ without changing the optimality of $T_x$.

Case Two: $p \in C_2$ but $p \notin C_T$. According to OptimalCell(), $G_x(S_p) \neq G(S_p)$, thus $G_x(S_p) > G(S_p)$. $T_2$ is an optimal $p$-rooted x-selectable cell by Lemma 2, thus

$$\sum_{p \in C_2} G(S_p) = G(S_p) - 1 \geq G(S_p)$$

$$\sum_{p \in C_T} G(S_p) = \sum_{p \in C_1} G(S_p') - G(S_p) + \sum_{p \notin C_T} G(S_p')$$

$$\geq \sum_{p \in C_1} G(S_p')$$

Consequently, $T_2$ can be removed without changing the optimality of $T_x$.

Therefore, any optimal $R_T$-rooted x-selectable cell $T_x$ can be transformed into $T_x^*$ without changing the optimality, which means $T_x^*$ is an optimal x-selectable cell. As OptimalCell() computes the value of $G_x(T)$ according to $T_x^*$, the result can be guaranteed to be correct. □
Algorithm 2 NS-FIB-aggregation(T)
1: for all \( p \in V_T \) (post order) do
2: \( G(S_p) \leftarrow \infty \)
3: for all \( x \in \mathcal{A}_p \) do
4: Compute \( (S_p)_x \), \( \mathcal{G}_x(S_p) \) by OptimalCell(x, \( S_p \))
5: if \( G(S_p) > \mathcal{G}_x(S_p) \) then
6: \( \mathcal{G}_x(S_p) \leftarrow G(S_p) \)
7: Set the selected next hop of \( R_{S_p} \) as \( x \)
8: Set the aggr. children of \( p \) as \( \mathcal{G}(S_p)_x \)
9: end if
10: end for
11: end for

Fig. 4. The last round of NS-FIB-aggregation() to generate an optimal aggregation for the NS-FIB in Fig. 3.

Based on Algorithm OptimalCell(), we propose Algorithm NS-FIB-aggregation() to calculate \( G(T) \) iteratively by dynamic programming. Given an NS-FIB tree \( T = T \) as the input, NS-FIB-aggregation() computes \( G(T) \) by computing the \( G \) value for all the branches of \( T \) according to formulas (1) and (2). An optimal aggregation \( F_{agg} \) for \( F \) is generated in the process of computing \( G(T) \). \( F_{agg} \) is stored in the original tree structure. The selected next hops for \( F_{agg} \) are also set in the algorithm.

We use the NS-FIB \( T \) in Fig. 3 as the input to illustrate the algorithm of NS-FIB-aggregation(). As in Fig. 4, \( \forall p \in T \), a tuple \([G_p, x]\) is associated with \( p \). \( G_p \) corresponds to \( G(S_p) \) and \( x \) corresponds to the selected next hop for \( p \) by NS-FIB-aggregation(). A subtre with a dash circle is an optimal cell. The figure shows the last round of NS-FIB-aggregation() to compute \( G(T) \) and generate an optimal aggregation. The black nodes and their selected next hops form an optimal aggregation for \( T \), which is the same as Aggr. 1 in Fig. 2.

**Theorem 5.** NS-FIB-aggregation() computes an optimal (minimized) aggregation for the input NS-FIB.

**Proof.** This can be recursively proved according to formula (1) and Theorem 4. \( \square \)

**Theorem 6.** Complexity of NS-FIB-aggregation is \( O(N) \).

**Proof.** Let \( C_1 \) be the running time of operations of line 2 in NS-FIB-aggregation(). Let \( C_2 \) be the running time of the if block from line 5 to line 9. \( C_1 \) and \( C_2 \) are both constants. The time complexity is

\[
\sum_{p \in V_T} [C_1 + O(m)\Theta(|C_T(p)|) + C_2)]
\]

\[
= \sum_{p \in V_T} [O(m)\Theta(|V_T|) + O(m)]
\]

\[
= O(m)\Theta(|V_T|) + O(m)\Theta(|V_T| - 1) = O(mV_T) + O(mN) = O(N)
\]

\( \square \)

3.3. The incremental updating algorithm

In practice, the routing table changes dynamically. A BGP route change may trigger route withdrawal, update or insertion in the NS-FIB. We use UPDATE as an example. The operations of handling a BGP update include: (1) update entry in the RIB, (2) if the optimal BGP route changes, compute the new next hop(s) for this prefix (i.e., generate a new FIB entry), and (3) update the FIB change in the line card. The FIB aggregation algorithms fall between (2) and (3). The bottleneck of the above operations is (1), which has complexity of \( O(|N|) \).

Algorithm 3 NS-FIB-Update(\( T, (p, A_{new}) \))
1: \( A \leftarrow (A_{new} \cup A_{old}) \) \( \setminus (A_{new} \cap A_{old}) \)
2: for all \( x \in A \) do
3: Compute \( (S_p)_x \) and \( \mathcal{G}_x(S_p) \) by OptimalCell(x, \( S_p \))
4: Update \( G(S_p) \), the selected next hop and Aggr. children
5: end for
6: if \( p \) is not the root of \( T \) do
7: \( p' \leftarrow p \)
8: for all \( x \in A \setminus A_p \) do
9: Update \( \mathcal{G}_x(S_p) \) according to \( \mathcal{G}_x(S_{p'}) \)
10: Update \( G(S_p) \), the selected next hop, etc.
11: end for
12: end while

We develop Algorithm NS-FIB-Update(). Given an update \((p, A_{new})\) where \( p \) is a prefix and \( A_{new} \) is the new set of next hops of \( p \), NS-FIB-Update() recalculates \( G \) values of the node \( p \) and all the upstream nodes.

**Theorem 7.** If the original aggregation is optimal, NS-FIB-Update() computes an optimal aggregation for the Nexthop-Selectable FIB after the update.

**Proof.** Given an optimal aggregation and the corresponding \( G \), \( G_x \) are stored in the tree before the update. According to Theorem 4, OptimalCell() computes an optimal p-rooted x-selectable cell and \( G_x(S_p) \) for every changed next hop \( x \) of \( p \). Thus, NS-FIB-Update() computes \( G(S_p) \). For every ancestor \( p' \) of \( p \) in \( T \), \( G(S_p) \) and \( G(S_{p'}) \) are updated according to formula 1. Thus, NS-FIB-Update() is the same as NS-FIB-aggregation() on the updated NS-FIB; and NS-FIB-Update() computes an optimal aggregation for the Nexthop-Selectable FIB after the update. \( \square \)

Assume that the probability of updating each prefix is the same, next we prove the average complexity of NS-FIB-Update() is constant. This is practically significant as it shows that NS-FIB-Update() is negligible compared with other operations in a BGP update (e.g., a search of the RIB entry is \( O(\log N) \)). There are two dominated steps in NS-FIB-Update(). The first is the calculation of \( G \), \( G_x \) for the node of the updated prefix. This is determined by the number of the node’s children and, on average, such an operation is constant. The second is the re-computation from \( p \) upstream to the root of the tree. Notice that the depth of the NS-FIB tree is 32 (IPv4) at maximum. Thus, this operation is also constant. We formally prove the average complexity as follows.

**Lemma 8.** Given any tree \( T \), the average number of a node’s children in \( T \) is \( (N-1)/N \), which is less than one.

**Proof.** Let \( N \) be the node number in \( T \) and \( T \) has \( N-1 \) edges. The average degree of the tree \( T \) is \( 2 \times (N-1)/N \). thus average children number is \( (N-1)/N \leq 1 \). \( \square \)

**Theorem 9.** Assume that the probability of updating each prefix is the same, the complexity of NS-FIB-Update() is, in expectation, constant.

**Proof.** The average complexity of OptimalCell() is \( O(1) \) according to Lemma 8. Thus, the complexity of the first for loop is \( O(m) \), as the largest number of the changed next hops of \( p \) (in the algorithm) is no more than \( m \). The complexity of the second for loop is also \( O(m) \). The rounds of the while loop are no more than the largest layer number of \( T \), which can be regarded as a constant. Thus, the complexity
of the while loop is \(O(m)\). Since \(m\) is a constant, the complexity of NS-FIB-Update(\(r\)) is \(O(1)\).

4. Construction of Nexthop-Selective FIB

In the current Internet routing system, the FIB of a router is generally generated by three steps: (1) compute the intra-domain routing table; (2) select the optimal BGP route for each prefix. Every BGP route has one single BGP next hop, which is attached to the egress router of the given AS and visible to the intra-domain routing system. Therefore, every prefix corresponds to one single egress router (or an optimal BGP next hop) in the given AS; (3) allocate the next hop to the prefix according to the corresponding egress router (BGP next hop) of the selected optimal BGP route. Although we can select multiple BGP routes for each prefix, this inter-domain method changes the routing protocol and AS-level behavior, involving commercial issues. Therefore, we select the intra-domain approach to construct the NS-FIB: change the first step by computing multiple selectable next hops to each intra-domain router. A set of selectable next hops can be generated for each prefix according to its egress router (or the optimal BGP next hop). Our NS-FIB construction approach only changes intra-domain routing and has no impact on inter-domain routing, as the packet will still be delivered to the original egress router after NS-FIB aggregation.

If any multi-path or backup path protocols are used, it is straightforward to use the multiple next hops built by these protocols. Here we present schemes that require only local information and no modification to the existing Internet infrastructure. Our idea is inspired by loop-free alternates (LFA) [22]. We use loop-free condition (LFC) and downstream condition (DSC) to construct NS-FIB.

**LFC Nexthop-Selective FIB construction:** Let \(Dt\) be the intra-domain destination for the prefix \(p\) (i.e., the egress router of the optimal BGP route). For a router \(Rt\), a neighbor \(Ng\), of \(Rt\) meets LFC Condition for \(Dt\) iff \(Rt\) is not on the optimal route(s) from \(Ng\), to \(Dt\). The optimal next hop(s) always meet(s) LFC condition. As one single optimal BGP route is selected for each prefix, each prefix has one corresponding egress router, to which \(Rt\) has multiple selectable next hops according to LFC. Therefore, given theRib of \(Rt\) and the topology of the AS that \(Rt\) belongs to, we can construct the set of selectable next hops for a prefix according to LFC. Such computation uses information of the local router only.

**Lemma 10.** Let \(Rt\) construct the set of selectable next hops according to LFC condition. Assuming all the other routers in the AS still choose the optimal next hop for each prefix, then no routing loop exists.

Note that LFC Nexthop-Selective FIB construction is useful if it is not widely deployed. For the ISPs that want to selectively deploy our scheme for their most aged routers, LFC is recommended.

**DSC Nexthop-Selective FIB construction:** Given a router \(Rt\) and a destination prefix \(Dt\), a neighbor \(Ng\), of \(Rt\) meets DSC Condition iff the optimal path from \(Ng\) to \(Dt\) is shorter than the optimal path from \(Rt\) to \(Dt\). If \(Ng\) meets DSC condition, it also meets LFC condition for \(Dt\). As one single optimal BGP route is selected for each prefix, each prefix has one corresponding egress router, to which \(Rt\) has multiple selectable next hops according to DSC. Therefore, given the Rib of \(Rt\) and the topology of the AS \(Rt\) belongs to, we can construct the set of selectable next hops for a prefix by DSC condition.

**Lemma 11.** If every router constructs the selectable next hops by DSC condition, no forwarding loop exists.

The rigorous proof of the Lemmas 10 and 11 can be found in [22].

Fig. 5 shows an example of LFC and DSC. Assume that all the other routers except \(R\) select the optimal routes. If \(R\) constructs the NS-FIB according to LFC, \(N_1\) (the optimal), \(N_2\) and \(N_3\) are all selectable next hops for the prefix 111/3. Because \(N_2\) and \(N_3\) will forward the packet to 111/3 by \(N_1\), thus no loop exists. For DSC Condition, only \(N_1\) and \(N_2\) are selectable next hops for the destination 111/3. The monotonicity that DSC Condition contains can guarantee that no loop exists even if all the routers select multiple next hops according to DSC.

Both the LFC and DSC NS-FIB construction methods strictly follow the current Internet intra-domain routing protocol OSPF and can be implemented directly.

5. Compatibility with the existing FIB aggregation approaches

There are many FIB aggregation schemes to date. For example, Zhao et al. proposed several aggregation techniques by packing new entries into the FIB [19]. In this section, we take Level 2 aggregation of ref. [19] as an example to show how the packing technique can be compatible with our Nexthop-Selective FIB aggregation. The choice of Level 2 aggregation is not special. We emphasize again that intrinsically, our scheme allocates multiple next hops for each IP prefix and is thus orthogonal to all the previous schemes.

The basic idea of Level 2 aggregation is illustrated in Fig. 6(a). The sibling prefixes with the same next-hop are combined into a packed parent prefix (originally nonexistent). Level 2 aggregation in NS-FIB is illustrated in Fig. 6(b). Given two sibling prefixes with a common next hop(s), the parent prefix is packed into the NS-FIB and its selectable next-hops include all the selectable next-hops of the two sibling prefixes. The two sibling prefixes are temporarily not removed. In the aggregation algorithm we proposed, they will be aggregated in an optimal way. The aggregation result of the new NS-FIB is better than the original one without the packed prefix.

Besides, NS-FIB not only allows Level-3 and Level-4 aggregations [19], but also increases the aggregation probability. Because the probability that two prefixes share a common selectable next hop is higher than the probability that two prefixes have the same optimal next hop. Therefore, Level-3 and Level-4 aggregations are more possible to occur in NS-FIB aggregation. By setting the union of the next hop sets of the two real prefixes sharing a common selectable next hop as the next hop set of their grandfather node ([19]), Level-3 and Level-4 are introduced. Other packing FIB aggregation techniques, including ORTC [18] and SMALTA[20], can be introduced as well. Besides, the method of parallelization, employed by MMS [28](local deployment) to accelerate ORTC, can also be used to accelerate the computation of NS-FIB aggregation. Locality-aware FIB aggregation [29] aims at accelerating the updating process of FIB aggregation algorithms. It aggregates stable parts of the FIB while keeping the less stable ones untouched. This approach can also be used to accelerate the updating process of NS-FIB aggregation. However, it inevitably sacrifices the compression performance.

**Fig. 5.** An example of LFC/DSC NS-FIB.

**Fig. 6.** Level 2 compatibility with NS-FIB aggr.
6. Impact on intra-domain traffic

6.1. Path stretch control for NS-FIB aggregation

With NS-FIB aggregation, a packet may be forwarded along a non-optimal path (note that the packet will be delivered to the destination). This will cause intra-domain path stretch, resulting in higher bandwidth consumption and traffic delay. Even though the current Internet is bandwidth redundant, we would like to bind the path stretch for each individual packet.

The global path stretch is related to all the intra-domain forwarding steps. However, FIB aggregation is achieved by the router individually. In order to maintain the router-level incremental deployability, we need to find a method for the router to calculate the path stretch locally.

Formally, we assign a weight \( w_x(p) \) to each next hop \( x \in A_p \) of a prefix \( p \) in a router \( R_t \). Let \( D_t \) be the destination (egress router) of \( p \). Let \( \text{linklen}(z_1, z_2) \) be the optimal path length from \( z_1 \) to \( z_2 \). Let \( \text{linklen}(x, o) \) be the length of \( \text{link}(z_1, z_2) \). Let the optimal next hop from \( R_t \) to \( D_t \) be \( o \). In the FIB of \( R_t \),

\[
\begin{align*}
\forall p & \quad w_x(p) = \frac{\text{linklen}(R_t, x) + \text{plen}(x, D_t) - \text{plen}(R_t, D_t)}{\text{linklen}(R_t, o)}
\end{align*}
\]

where the numerator is the one-step path stretch caused by \( R_t \)’s forwarding action. We define path stretch of prefix \( p \) as \( \text{PathStr}(p) = w_x(p) \) where \( x \) is the selected next hop after the aggregation. An example can be found in Fig. 7. We define the network path stretch after NS-FIB aggregation as the maximum path stretch of all prefixes, i.e., \( \max_{p \in F, F_{aggr}} \text{PathStr}(p) \), which actually reflects the worst case. Our Weighted Nexthop-Selectable FIB aggregation (WNS-FIB aggregation) problem is to minimize \( |F_{aggr}| \) while the network path stretch is bounded by a user-required threshold \( D \).

WNS-FIB aggregation emphasizes on locally bounding the path stretch of individual packets. We admit that there are many possible definitions of network path stretch. For example, the network path stretch can be a summation of the path stretches of all the prefixes. We put a comprehensive study on various WNS-FIB aggregation into our future work.

To solve the WNS-FIB aggregation problem, we simply eliminate the next hop with weight greater than the \( D \) for each prefix. Then we apply NS-FIB-aggregation(\( F_{aggr} \)) to the remaining NS-FIB.

6.2. Traffic unpredictability

In NS-FIB aggregation, a router is not aware of other routers’ aggregation results, which leads to traffic unpredictability. The traffic unpredictability might be an obstacle for some commercial demands, e.g., traffic engineering (TE). Multi Protocol Label Switching (MPLS) is widely deployed in the current ISP networks [30] for TE.

Steps: MPLS-TE is employed when an ISP wants to assign a specific path for some packets. In order to achieve this objective, the following steps are required:

- Setting up the MPLS tunnel along a specific path. NS-FIB aggregation does not affect the process.
- Making the decision of routing: MPLS or FIB. The router might make the decision according to the packet’s upstream AS, type of service (ToS), quintuple (source IP/port, destination IP/port and the protocol type), etc. These cases are not affected by NS-FIB aggregation. However, there is one case that NS-FIB makes some differences. That is, the network provider might want to shift part of the traffic between \( R_s \) and \( R_d \) to an MPLS tunnel if it detects congestion. In this case, the traffic unpredictability might become an obstacle. The shifting might fail because the shifted traffic between \( R_s \) and \( R_d \) may not follow the optimal path (with NS-FIB deployed).
- Forwarding the packet by label switching. FIB will not be used for these packets. Therefore, NS-FIB aggregation does not affect the process either.

Impact: The case that NS-FIB affects TE is acceptable. Because with NS-FIB deployed, the traffic will be dispersed among all the possible paths (not only the optimal ones), which decreases the possibility of congestion on a certain optimal path.

Solution: To further solve this problem, we provide the approach based on popular prefixes: controlling most traffic by fewer popular prefixes and aggregating most prefixes carrying less traffic. In ref. [31], Gadkari et al., measured the traffic of two Tier-1 ISPs. The results show that 0.6% (1851/292851) of the prefixes carry 80% of the traffic. Accordingly, we divide the aggregation procedure into two steps. First, we select a certain number (5% of the total) of popular prefixes. Among these popular prefixes, only the optimal next hops can be selected. Second, we only apply NS-FIB aggregation to the remaining prefixes. Therefore, the major traffic (~80%) will not be affected by NS-FIB aggregation, which controls the traffic unpredictability to an acceptable level. In the following section, Fig. 12 shows the simulation results.

7. Simulation

7.1. Simulation setup

We evaluate our algorithms by comprehensive simulations. To construct the NS-FIB, both the RIBs and topologies are required. We first generate diverse topologies by BRITE [26]. The node number ranges from 100 to 1400. The parameter \( m \) (links/new node) range from 2 to 15. Note that in BRITE, \( m \) indicates the average degree of the generated topology is \( 2m \). We set the propagation delay as the link cost. Other parameters are listed in Table 2. The default topology size is 100 nodes and the default average degree is 10 (i.e., \( m = 5 \)). We use the RIB on May 16th, 2010 from RouteViews [27], which has 328,076 entries and 37 next AS hops. Note that this RIB only has next AS hops, but no next router hops. We randomly select 37 routers from each AS as egress routers and map the 37 BGP next AS hops to BRITE topology nodes. The next router hops can thus be computed for each prefix by using these egress routers as the destinations.

We use LFC and DSC to construct the set of selectable next hops for a prefix in the RIB. We compared our algorithms with a state-of-the-art Single-Nexthop FIB aggregation scheme (Level I in [19]), i.e., every prefix has only one optimal next hop. We show the performance of the combination of our scheme and the previous aggregation techniques as well.

7.2. Simulation results

We use the residual ratio as the main evaluation criterion. The residual ratio is the ratio between the aggregated FIB size and the original FIB size. Note that any prefix might be aggregated as long as
it has one common next hop with the immediate parent prefix in the trie. As the set of the selectable next hops of each prefix depends on the topology, we first show the performance of NS-FIB aggregation in diverse topologies.

7.2.1. Offline results

We first show the residual ratio with different topology sizes. In Fig. 8(a), Single-Nexthop FIB aggregation can reduce the FIB sizes to 60%. However, with NS-FIB aggregation scheme (by LFC), the aggregated FIB size is only 0.12–0.69% of the original FIB size. Even if the selectable next hops are constructed by DSC, our scheme can still achieve a residual ratio of less than 17% (9.89–16.10%), which is a four-fold improvement to that of the current state-of-the-art FIB aggregation scheme.

In Fig. 8(b), we set the average degree of the topologies to be eight. We find our schemes still achieve almost the same residual ratio. Notice that the residual ratio is smaller for Single-Nexthop FIB aggregation. This is not surprising, as the fewer neighbors a router has, the more prefixes having the same next hop.

Next we study the effect of the topology’s average degree on the residual ratio in detail. Fig. 9 shows that when the average degree (indicating the average number of neighbors) increases, the impact of Single-Nexthop FIB aggregation becomes less significant. Again, this conforms to the intuition that the more neighbors a router has, the less number of prefixes having the same next hop. The residual ratios of Single-Nexthop FIB aggregation increase above 60%. However, for our aggregation schemes, they are not affected by the average degree. The reason is that more neighbors means more selectable next hops. Such property makes our scheme especially attractive.

In Fig. 10, we set an upper limit (\textit{FixNum}) of the selectable next hop number for each prefix in NS-FIB. We find that if there are more selectable next hops, the FIB enjoys higher reduction. But the biggest jump comes from the change of a single next hop to two selectable next hops. The change from two to three selectable next hops also contributes a notable reduction. This can be explained as follows: (1) the prefixes with at least \textit{i} selectable next hops are more than those with at least \textit{i} + 1 prefixes, which means changing \textit{FixNum} from \textit{i} to \textit{i} + 1 involves more prefixes than changing \textit{FixNum} from \textit{i} + 1 to \textit{i} + 2; (2) the topology degree is 10 (default value), the expected probabilities of two prefixes with one/two/three next hops sharing at least one common next hop are respectively 0.1/0.44/0.79. Therefore, changing \textit{FixNum} from \textit{i} to \textit{i} + 1 when \textit{i} \geq 3 does not make a notable difference.

We now study the effect of path stretch. We evaluate the performance of WNS-FIB aggregation in topologies with 1000 nodes (average degree: 8 or 20), where a threshold \(D\) is used to bound the maximum (not the average) path stretch. We can see that when there is no bound on path stretch, the residual ratio of FIB is around 12%. When we set \(D = 0.35\), the residual ratio is 24%. Note that \(D = 0.35\) indicates that the one-step path stretch for each packet is at most 35%. In Fig. 11 also shows the real average intra-domain path stretch, which is only about 3% when \(D = 0.35\). Clearly, WNS-FIB aggregation successfully controls the path stretch of NS-FIB aggregation.

We have also done some simulation on the efficiency of NS-FIB aggregation under the condition where the top 5% popular prefixes can only select the optimal next hops, which controls the traffic unpredictability caused by NS-FIB aggregation to an acceptable level (refer to Section 6.2). As Fig. 12 shows, the residual ratios of NS-FIB aggregation, with or without popular prefixes, stay at the same order of magnitude, although a minor decline occurs with popular prefixes. This further proves the feasibility of our scheme in the real Internet environment.
To see the impact of FIB aggregation, we apply multiple FIB aggregation schemes to the historical routing tables of RouteViews from November 2001 to May 2010. In Fig. 13, we find that if the Single-Nexthop FIB aggregation is used, the routing table size can be reduced to that in 2006. NS-FIB aggregation can reduce the routing table size to 1998. We therefore, believe that our scheme can reserve sufficient time for the agreement and the transition of more architecture-oriented solutions which may intrinsically address the routing scalability problem.

Finally, we study the performance of combining our scheme and the existing packing FIB aggregation. As Fig. 14 shows, packing FIB aggregation reduces the residual ratio of NS-FIB aggregation by another 25%.

7.2.2. Updating results

To evaluate the update algorithm, we use the BGP update data from May 16th to May 18th, 2010, collected from RouteViews. There are 40,306,741 route items in total during the three days, and 478,431 of them trigger NS-FIB change (these UPDATEs also change the general single-nexthop FIB). We evaluate the effectiveness of NS-FIB-Update() with these 478,431 route items.

As NS-FIB-Update() is optimal, the main concern is whether it brings computational burden to the router. We develop a program to simulate the entire BGP update process. We run our program on an Intel Core Duo CPU of 2.00 GHz with RAM 2.0 GB. In Fig. 15, we plot the processing time of BGP update with and without NS-FIB aggregation. We find that the time to handle a BGP update by LFC and DSC NS-FIB aggregation is 10–15% and 13–20% greater than the normal BGP update, respectively. In Fig. 16, we compare the expected times to handle a BGP update with different BRITE topologies. We observe a 10–12% computational overhead.

Next we show the stability of NS-FIB aggregation. In NS-FIB aggregation, one single FIB update may change multiple entries (or no entry) in the aggregated FIB. The dynamics of the aggregated FIB may cause traffic flap. Fig. 17 illustrates the stability of NS-FIB aggregation. Although some FIB updates trigger a change of more than 100 entries in the aggregated FIB, most of the FIB updates trigger no (50%) or one-entry change in the aggregated FIB. Averagely, every FIB update triggers only 0.64 entry changes in the aggregated FIB. This indicates that the aggregated FIB of our scheme is even more stable than the original single-nexthop FIB without aggregation.

8. Verification in real-world scenarios

8.1. Scenario description

In order to further confirm the effectiveness of our scheme, we collect two sets of real-world data from Rocketfuel [32] and China Education and Research Network (CERNET) [25].

(1) We obtain six ISP topologies from Rocketfuel Project [32]. The details of these topologies are shown in Table 3. We also use the RIB from RouteViews [27], which has 328,076 entries and 37 next AS hops.

(2) CERNET is China’s first and largest national academic Internet backbone, and currently the second largest network backbone in China. The network infrastructure mainly serves the universities,
institutes, colleges and schools in China. There are about 1500 universities and institutions connected and about 20 million end users. By the end of 2005, backbone bandwidth has been up to multiple 10 Gbps and regional bandwidth up to multiple 2.5 Gbps, reached 200+ cities in 31 provinces China. CERNET also has several global connection links to North America, Europe, Asia and Pacific. There are 53,012 entries in the RIB of CERNET.

8.2. Results in rocketfuel topologies

We then study NS-FIB aggregation on real world topologies from Rocketfuel Project. Fig. 18 illustrates the residual ratios of NS-FIB aggregation on different ASes. We find that NS-FIB aggregation by LFC achieves 0.92–6.1% residual ratios; NS-FIB aggregation by DSC achieves 9.1–18.2% residual ratios; and Single-Nexthop FIB aggregation achieves 22.9–34.7% residual ratios. These results conform to the results in BRITE topologies.

We again study the performance of combining our scheme and the existing packing FIB aggregation. We find in Fig. 19 the packing NS-FIB aggregation has an additional 30% gain.

8.3. Results in CERNET

We simulate our NS-FIB aggregation and Single-Nexthop FIB aggregation in CERNET. Fig. 20 shows the simulation results of ten randomly selected nodes of CERNET. We can see that the results of LFC and DSC NS-FIB aggregation are consistent with the results in Brite and Rocketfuel topologies. While Single-Nexthop FIB aggregation also achieves a notable reduction in FIB size, which is because that the average degree of CERNET topology is only about 4.33.

We also compare the results of Single-Nexthop FIB aggregation, DSC NS-FIB aggregation, packing DSC NS-FIB aggregation, LFC NS-FIB aggregation and packing LFC NS-FIB aggregation for CERNET in Fig. 21. The average residual ratios are 28.28, 15.44, 10.23, 4.66 and 2.98%, respectively. These results verify the effectiveness of our scheme.

9. Routing scalability: solutions and comparison

The essence of the routing scalability is not that the growth of the routing table might exceed the growth of hardware (Moore’s Law) [3,33]; as many people believe this may not happen. To control the cost, ISPs (even the larger ones) will not replace their tens of thousands of routers every time that new hardware is in store. It has been reported that legacy routers purchased before 2000 are still in work in the production network [3,4]. Thus, the essence of the Internet routing scalability problem is the contradiction between the growth of the routing table size and the budget limit of the operation cost of the ISPs.

To handle the Internet routing scalability problem, many solutions have been proposed. From the perspective of deployment, these solutions can be classified into long-term solutions and short-term solutions. Long-term solutions aim to design fresh new architectures which are more supportive to Internet routing scalability. Nevertheless, these long-term solutions require significant transition time, as we have learned from the previous experiences of IPv6. Short-term solutions aim to shrink the routing tables based on the current Internet architecture. They are incrementally deployable and can take instant effect.

9.1. Long-term solutions

There are two broad approaches to solve the IP overloading problems, i.e., host-based ID/Loc elimination [9–12] and network-based ID/Loc separation [13–17]. These two directions both solve the Internet routing scalability problem by blocking the edge network addresses flowing into the core network.

In host-based elimination methods [9–12], the applications use an ID that is independent from the locator of the host. As such, multiple locators can be used in multi-homing and traffic engineering, etc., and no re-numbering is needed at the application layer.

In network-based ID/Loc separation [13–17], edge network addresses (IDs) are separated from the core network by encapsulating or translating the packets by core network addresses (Locs). Core network addresses are globally routable in the core network and edge

<table>
<thead>
<tr>
<th>Different Aggr. Methods</th>
<th>Node 1</th>
<th>Node 2</th>
<th>Node 3</th>
<th>Node 4</th>
<th>Node 5</th>
<th>Node 6</th>
<th>Node 7</th>
<th>Node 8</th>
<th>Node 9</th>
<th>Node 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFC NS-FIB Aggr.</td>
<td>8.35%</td>
<td>8.19%</td>
<td>10.82%</td>
<td>11.93%</td>
<td>0.51%</td>
<td>0.59%</td>
<td>4.10%</td>
<td>1.23%</td>
<td>4.22%</td>
<td>6.07%</td>
</tr>
<tr>
<td>DSC NS-FIB Aggr.</td>
<td>8.35%</td>
<td>8.19%</td>
<td>26.11%</td>
<td>22.46%</td>
<td>12.37%</td>
<td>16.11%</td>
<td>8.34%</td>
<td>22.77%</td>
<td>24.08%</td>
<td>22.77%</td>
</tr>
<tr>
<td>Single Nexthop FIB Aggr</td>
<td>8.35%</td>
<td>8.19%</td>
<td>48.93%</td>
<td>30.22%</td>
<td>34.23%</td>
<td>16.55%</td>
<td>14.57%</td>
<td>30.31%</td>
<td>43.22%</td>
<td>27.85%</td>
</tr>
</tbody>
</table>
network addresses are only locally routable in the edge network. The hosts use edge network addresses to communicate with each other and are unaware of core network addresses.

Other relevant scalable routing approaches include compact routing [6–8], geographic routing [34,35], etc. Nevertheless, these routing solutions do not directly target on the Internet.

9.2. Short-term solutions

Although these long-term proposals can solve the routing scalability problem, they require a long transition time, as we have learned from the deployment of IPv6. Thus, in [4], Khare et al. claimed that the most efficient way to address the Internet scalability problem is through an evolutionary path. The solution should be incremental at the AS level or even at the router level and can benefit the first mover without cooperation from others. The first step on this path is FIB shrinking, which aims to solve the most urgent part of the routing scalability problem and thus save enough time for the long-term solutions.

Draves et al. proposed Optimal Routing Table Constructor (ORTC) [18]. ORTC produces the minimized FIB that preserves the equivalent forwarding behavior by the following three steps. **Step 1:** Normalize the trie of the FIB so that each inner node has two children. The normalized FIB is equal with the original one in forwarding behavior. **Step 2:** Calculate the most prevalent next hops at every level of the trie in post order. **Step 3:** Aggregate the prefixes sharing common next hops with their immediate ancestor prefixes from top to down and generate the aggregated FIB.

Systematic work on four levels of FIB aggregation techniques can be found in [19]. **Level 1 aggregation** removes the prefix that has the same next hop with the immediate parent in the radix tree of the FIB, which is Single-Nexthop FIB aggregation mentioned in this paper. **Level 2, 3 and 4 aggregation** remove prefixes with the same next hop by packing a special prefix that can cover them all. As Level 2, 3 and 4 all achieve extra aggregation by packing new prefixes in the FIB, we call them packing FIB aggregation technique in this paper. FIFA [36] further accelerates the updating speed of these algorithms. Besides, to accelerate the computation of ORTC, SMALTA [20], MMS [28], FIFA [36] and Locality-aware FIB aggregation [29] are proposed.

Other significant works of FIB aggregation include [37] and [38]. Ref. [37] provides a merging approach for multiple FIB aggregation in virtual routing platform. Ref. [38] includes a formal study of the tradeoff between the aggregated FIB size and the update churn.

Our Nexthop-Selective FIB aggregation is orthogonal to all these studies as we allow a set of selectable next hops for each prefix. We emphasize again that after the execution of our algorithm, every prefix is still mapped to one next hop; and packets will be delivered in single path to the destination. The construction of our set of selectable next hops does not need infrastructure or protocol change of the Internet.

In addition to FIB aggregation, Virtual Aggregation (ViAggr) [39] can shrink the FIB by configuration only. ViAggr divides the global address space into a set of virtual prefix blocks (i.e., 0/0, 0/1, 1/2, 10/2 and 11/2). Aggregation Point Routers (APR) are responsible for specific virtual prefix blocks. APRs manage all the routes of prefixes covered by the corresponding virtual prefix block. Other routers only manage the intra-domain routes to all the APRs and forward packets to the corresponding APRs. The advantage of ViAggr is that it is incrementally deployable at the ISP level. The configuration overhead of ViAggr is non-trivial. ViAggr also involves twice of tunneling, which may slow down the forwarding speed.

Besides, analogous to our NS-FIB aggregation, MMS [28] also uses multiple acceptable routes to improve the compression. In the intra-domain case, MMS selects sets of acceptable BGP routes. By providing the compression algorithms with the flexibility to choose amongst this set, additional compression can be achieved. In the intra-domain case, MMS select sets of BGP routes that are acceptable for use. By providing the compression algorithms with the flexibility to choose amongst this set, additional compression can be achieved. However, route coalescing of Level 1–6 changes the BGP route selection process and has some influence on inter-AS traffic. To prevent the routing loop caused by this changing, tunnel must be used to forward the affected packets, which complicates the network management. Besides, the aggregating algorithm might change the selected BGP routes for multiple destination prefixes even if only one BGP update occurs, which causes inter-domain routing oscillations. Compared with MMS, NS-FIB aggregation does not change the process of BGP route selection, thus has no influence on inter-AS routing. Multiple selectable next hops to the optimal egress router (of the optimal BGP route) are generated to improve the compression. Therefore, NS-FIB aggregation avoids the potential routing loops or routing oscillations caused by MMS.

As for the AS-wide deployment of MMS, a small set of MMS servers are deployed to run portion of BGP functions on behalf of the AS. MMS servers can select “better” BGP routes for the intra-domain routers to improve FIB compression. In this way, routing inconsistency (and the caused loops) can be avoided. However, as “AS-wide deployment” indicates, this method does not support router-level incremental deployment, which we believe is a significant drawback compared with NS-FIB aggregation and the intra-domain case of MMS.

9.3. Comparison of short-term schemes

As our paper focuses on instant approaches to the Internet routing scalability problem, we make a comparison on the short-term solutions. We compare them in the following six metrics: (1) the FIB size; (2) their capability of being incrementally deployed; (3) the forwarding approaches, to be explained shortly; (4) the dependence of the FIB size on the degree the nodes in the network; (5) path stretch control; (6) management overhead.

We now formally classify the forwarding operation. Let $s$ represent the source and $d$ the destination. Let $c(v_i, v_j)$ denote the cost of link $(v_i, v_j)$, and $\text{dist}(v_i, v_j)$ the cost of the shortest path from $v_i$ to $v_j$. We classify the forwarding operation into the following three forwarding approaches.

**Definition 1** (Optimal Forwarding). Let $s'$ denote a neighboring node of $s$. Then, forwarding $s \rightarrow s'$ is an optimal forwarding iff $\text{dist}(s, d) = c(s, s') + \text{dist}(s', d)$.

**Definition 2** (Closing Forwarding). Let $s'$ denote a neighboring node of $s$. Then, forwarding $s \rightarrow s'$ is a closing forwarding iff $\text{dist}(s', d) < \text{dist}(s, d)$.

**Definition 3** (Loose Forwarding). Let $s'$ denote a neighboring node of $s$. Then, forwarding $s \rightarrow s'$ is a loose forwarding iff $ss'$ is part of a path from $s$ to $d$.

Intuitively, optimal forwarding $s \rightarrow s'$ guarantees that the packet is always on the shortest path from $s$ to $d$. Closing forwarding $s \rightarrow s'$ moves the packet closer to the destination. That is to say, $s'$ has a shorter distance to $d$ than $s$. Closing forwarding guarantees loop avoidance. Loose forwarding may introduce loops and some other methods are needed to avoid forwarding loops. For example, in ViAggr [39] encapsulation is used to divide the forwarding path into two parts.

**Lemma 12.** An optimal forwarding is a closing forwarding; a closing forwarding is a loose forwarding.

**Proof.** As $c(s, s')$ is positive, $\text{dist}(s, d) = c(s, s') + \text{dist}(s', d) \Rightarrow \text{dist}(s', d) < \text{dist}(s, d)$. Thus, an optimal forwarding must be a closing forwarding. It is straightforward that a closing forwarding must be a loose forwarding. □
Here we compare four well-known groups of schemes: (1) General FIB aggregation schemes, mainly based on [19], where several FIB aggregation schemes are classified; (2) NS-FIB aggregation; (3) ViAggr [39], which has been implemented by some vendors; and (4) LISP [14] and APT [16], where the edge addresses are separated from the core network addresses. Note that schemes in the fourth group should actually be considered as long-term solutions. We put them here for completeness.

LISP and APT involve new protocols, i.e., new mapping systems that can fundamentally solve the Internet Scalability problem. Whether or when they will be finally implemented is yet to know. ViAggr [39] shrinks the FIB size to the constant level (the number of virtual aggregation points). However, ViAggr does not support the outer-level incremental deployment. Besides, it leads to high configuration and management overhead. The general FIB aggregation scheme makes the minimum changes to the current Internet infrastructure. Zhao et al. [19] discussed four different maneuvers, each of which can squeeze some drops out of the FIB size. These schemes are degree-dependent. That is, as the degree of the routers increases, (the network is denser), the aggregated FIB size will increase.

There is no almighty scheme solving all the problems: high compression ratio, incremental deployment, low path stretch, fast update, etc. NS-FIB aggregation achieves a higher compression ratio, supports router-level incremental deployment, and enables faster updating, the sacrifice of path stretch is worthwhile. Besides, NS-FIB aggregation avoids the compression performance degrading of single-nexthop aggregation with the increasing of topology density. We believe NS-FIB aggregation provides another choice for ISPs to extend the router survival time.
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