Urban traffic congestion estimation and prediction based on floating car trajectory data

Xiangjie Kong\textsuperscript{a}, Zhenzhen Xu\textsuperscript{a,}\textsuperscript{*}, Guojiang Shen\textsuperscript{b}, Jinzhong Wang\textsuperscript{a}, Qiu Yuan Yang\textsuperscript{a}, Benshi Zhang\textsuperscript{a}

\textsuperscript{a} School of Software, Dalian University of Technology, Dalian 116620, China
\textsuperscript{b} College of Computer Science and Technology, Zhejiang University of Technology, Hangzhou 310023, China

HIGHLIGHTS

- Floating car trajectory data can be used to predict traffic congestion effectively.
- A Fuzzy Comprehensive Evaluation method with dynamic adaptive weight is introduced.
- A Traffic Flow Prediction method utilizing particle swarm optimization is proposed.
- Experiments verify methods' performances in accuracy, instantaneity and stability.

ABSTRACT

Traffic flow prediction is an important precondition to alleviate traffic congestion in large-scale urban areas. Recently, some estimation and prediction methods have been proposed to predict the traffic congestion with respect to different metrics such as accuracy, instantaneity and stability. Nevertheless, there is a lack of unified method to address the three performance aspects systematically. In this paper, we propose a novel approach to estimate and predict the urban traffic congestion using floating car trajectory data efficiently. In this method, floating cars are regarded as mobile sensors, which can probe a large scale of urban traffic flows in real time. In order to estimate the traffic congestion, we make use of a new fuzzy comprehensive evaluation method in which the weights of multi-indexes are assigned according to the traffic flows. To predict the traffic congestion, an innovative traffic flow prediction method using particle swarm optimization algorithm is responsible for calculating the traffic flow parameters. Then, a congestion state fuzzy division module is applied to convert the predicted flow parameters to citizens’ cognitive congestion state. Experimental results show that our proposed method has advantage in terms of accuracy, instantaneity and stability.

1. Introduction

Urban traffic congestion has become a critical problem that not only affects the people’s daily lives, but also restricts the stable development of society and economy [1,2]. Hence, it is urgent to ease the traffic congestion, especially the recurrent congestion. Nevertheless, urban traffic flow is complex and constantly changing, and then it is difficult for travelers to acquire the current and the future traffic condition at road sections.

There are two major challenging problems that should be answered to perform urban traffic congestion estimation and prediction. Firstly, how to estimate and predict the traffic congestion in large-scale urban areas? Floating car, namely Global Position System (GPS)-equipped taxi, is an effective way to collect the real-time traffic flow data in a large-scale road network, which can be regarded as ubiquitous mobile sensors probing a city's rhythm and pulse [3]. In addition, floating car has more acceptable cost than the traditional methods with fixed sensors collecting data at fixed trunks or major intersections. Secondly, how to improve the accuracy, instantaneity and stability of traffic congestion estimation and prediction? The existing methods have not addressed the three performance aspects systematically.

We propose a novel method using floating car trajectory data to improve the overall performance of traffic congestion estimation and prediction. The paper is based on our previous work [4]. The
major difference between this work and the prior one lies on the proposal of new traffic congestion estimation method and the improvement of traffic congestion prediction combined with the new estimation module.

In the matter of traffic congestion estimation, we propose a Fuzzy Comprehensive Evaluation (FCE) method in which the weights and the fuzzy matrix of multi-indexes can be adapted according to the traffic flows. Assigning the multi-indexes weights in accordance with the congested traffic flow dynamically improves the estimation accuracy and instantaneity performance in comparison to the fixed weighting method.

For traffic congestion prediction, we propose a novel method including Traffic Flow Prediction (TFP) and Congestion State Fuzzy Division (CSFD) modules. The former predicts traffic flow parameters by using Particle Swarm Optimization (PSO) algorithm. The latter converts the predicted traffic flow parameters to citizens’ cognitive congestion state using the proposed FCE method. TFP module is composed by three sub modules: Traffic Volume Prediction (TVP), Traffic Speed Prediction (TSP) and PSO. TVP sub module predicts the traffic volume, while TSP sub module is for predicting average speed. Furthermore, PSO sub module optimizes the punish coefficients and the multi–kernel functions’ parameters of Support Vector Machine (SVM) in TVP and TSP sub modules. The reason for choosing PSO algorithm is that it can get the optimum solution in a short time with a low computing complexity which meets the performance requirements of congestion prediction in terms of accuracy, instantaneity and stability.

The rest of this paper is organized as follows. In Section 2, we present related works about urban traffic congestion estimation and prediction. Then, our proposed congestion estimation and prediction method is introduced in Sections 3 and 4 respectively. In Section 5, experiment results are described. Finally, the paper is concluded in Section 6.

2. Related work

In this section, we present an overview of urban traffic congestion estimation and prediction methods based on the recent literature.

Pattara-Atikom et al. [5] estimated the traffic congestion using weighted exponential moving averages of measured GPS speed. Yoon et al. [6] proposed a simple yet effective method using the spatial and temporal speed information in order to estimate traffic status on surface streets with GPS location data. The authors in [7] estimated the traffic state by calculating the average velocities along GPS-equipped vehicles’ tracks. Similarly, an improved method was presented in [8] that makes use of both time-varying and space-varying information to predict the urban traffic state based on an adaptive cubic surface traffic flow model. Kong et al. [9] presented a systematic solution to efficiently predict traffic state by extracting the spatio-temporal average velocity from a large number of GPS probe vehicles. The method was based on a curve-fitting and vehicle-tracking mechanism. In order to improve the estimation accuracy, the same authors in [10] calculated mean speed at road section from multi-source traffic data to estimate the traffic states. Zhang et al. [11] proposed a weighted approach to estimate traffic state using GPS data by increasing the weights of recent velocity information. Li et al. [12] presented a hybrid learning framework to appropriately combine estimation results of freeway traffic density state from multiple macroscopic traffic flow models. Feng et al. [13] proposed a cooperative approach to estimate arterial travel time states including Bayesian and Expectation Maximization algorithms using GPS probe data.

The above-mentioned methods estimated the traffic state using one specific parameter such as average velocity, travel time or traffic density. However, the uncertainty and complexity of traffic state have not been studied in these methods sufficiently. To address these shortcomings, Lu et al. [14] evaluated traffic congestion state using an adaptive neuro-fuzzy inference system in which a series of fuzzy logic rules was extracted. Pongpaibool et al. [15] presented a traffic congestion estimation system from video data using manually tuned fuzzy logic. However, vehicle volume and velocity were used in this method without considering the road space information. Chen et al. [16] rendered a tracking-based method using Pareto optimal decision theory and fuzzy comprehensive judgment in order to estimate the traffic state. Shankar et al. [17] explored advantages of fuzzy inference systems to evaluate the level of road traffic congestion using traffic density and speed information.

Related to traffic flow and congestion prediction, Su et al. [18] proposed a hybrid traffic flow prediction model using Genetic algorithm (GA) to optimize the input parameters. Then, the SVM method was used to update the prediction function through an online learning process. Similarly, Cao et al. [19] used an improved PSO algorithm to preprocess the input parameters of the SVM method. Xu et al. [20] presented a spatio-temporal variable selection method based on Support Vector Regression (SVR) model to predict traffic volume. In this method, the spatial and temporal information of all available road segments was utilized.

Hong et al. [21] presented a SVR traffic flow forecasting model using Gaussian Radial Basis Function (RBF) kernel. In this method, a hybrid Genetic Algorithm with Simulated Annealing is used to forecast the RBF suitable parameters accurately. Li et al. [22] applied SVR model with Gauss loss function (Gauss-SVR) to forecast urban traffic flow and proposed a Chaotic Cloud Particle Swarm Optimization algorithm to optimize the parameters of Gauss-SVR model. Wang et al. [23] proposed a traffic speed forecasting model using chaos–wavelet analysis and SVM to choose the appropriate kernel function. Wang et al. [24] proved that selecting the appropriate SVR parameters improves the prediction of traffic flow in terms of the instantaneity and accuracy performance metrics. Gong et al. [25] proposed a traffic volume forecasting model based on SVR and analyzed the nature of the RBF kernel function.

The discussed methods above only considered one kernel function of the SVM method to improve the accuracy of urban traffic state prediction, while the road traffic congestion cannot be predicted by these methods accurately. The reason is that various SVM kernel functions have different prediction accuracy and adaptability. In addition, the predicted traffic flow cannot intuitively forecast the future traffic congestion for the travelers and the traffic administrators. To tackle these shortcomings, Hen et al. [26] proposed an accurate particle filter method to predict multi-step traffic state using the speed measurements. Similarly, Dunne et al. [27] proposed a regime-based multivariate traffic condition prediction method using an Artificial Neural Network (ANN) structure with adaptive learning strategies. Min et al. [28] presented a scalable multivariate spatial–temporal autoregressive model to predict the traffic volume and speed jointly. Zhang et al. [29] proposed a robust traffic congestion prediction method based on hierarchical fuzzy rule-based systems and GA, which combines the variable selection, ranking and lateral tuning of the membership functions with optimization of the rule base.

Closely related to traffic congestion estimation and prediction, Herring et al. [30] proposed two statistical learning algorithms which use data from GPS-equipped smart phones. In this method, logistic regression and spatio-temporal autoregressive moving average models are employed to estimate and forecast the arterial traffic conditions. Castro et al. [31] proposed a method to construct a model of traffic density based on large scale taxi traces, and used the model to predict future traffic conditions according to
the probabilistic transition matrix. To conduct a comprehensive and accurate traffic flow analysis, Zhou et al. [32] proposed a traffic condition estimation and prediction method based on Least Squares Support Vector Machine (LS-SVM) classification and regression using the floating car data.

The above-mentioned methods have not considered the traffic capacity as well as the spatial information of the roads. In addition, most of them have considered only one single performance metric and there is a lack of a systematic method to address accuracy, instantaneity and stability at the same time. In order to tackle this issue, we propose a new method to estimate and predict traffic congestion to improve the three performance metrics simultaneously. Our proposed method is described in Sections 3 and 4.

3. Traffic congestion estimation

In this section, we describe FCE congestion estimation method to generate appropriate factors and evaluation sets for traffic congestion. In addition, the weight coefficients of each evaluation factor as well as the membership functions are determined. Finally, the whole process of our proposed method is described.

3.1. Determine factor and evaluation sets of traffic congestion

Understanding traffic flow in urban areas is the first step in predicting traffic congestion. Traffic flow mainly includes traffic volume, traffic density, and traffic speed. Up to now, one or two traffic parameters have been used in existing methods which are insufficient to explore the underlying traffic dynamics deeply. We believe that selecting appropriate traffic flow parameters can characterize the traffic congestion state accurately. In addition, it has better computational complexity to deal with real-time scenarios.

In fact, the volume and speed of urban traffic can be extracted from the floating car trajectory data directly. Taking the length and the lane number of the road section as well as the traffic volume into consideration, we can analyze the traffic density to reflect the level of road congestion. Furthermore, considering the traffic capacity and traffic volume, the road saturation can be adopted to intuitively reflect the capacity of road traffic facilities or actual load condition of the road. Traffic speed can also reflect dynamic operation conditions of road traffic. Thus, road saturation (Sat), traffic density (Den), and traffic speed (Spe) are leading factor sets to characterize the traffic congestion accurately.

When exploring traffic flow, we measure traffic congestion state through investigation. Then, we choose appropriate traffic congestion state as the evaluation sets. Note that identifying the cognitive traffic congestion state plays an important role in travel navigation and traffic guidance systems. Through investigation, we determine ‘very smooth’, ‘smooth’, ‘mild congestion’, ‘moderate congestion’, and ‘serious congestion’ as the evaluation sets.

3.2. Determine weight coefficients of the factors

After creating the traffic congestion factor sets in the previous subsection, we need to determine the weight coefficient of each factor. There are two methods to determine the weight coefficients of factors, namely subjective weighting and objective weighting. The subjective weighting method determines the weights by experts’ experience. However, the results obtained from this method is subjective and random since every expert has different weights for each factor. The latter method determines the weights according to the correlation between each factor, which are sometimes inconsistent with realistic data.

In order to avoid the shortcomings of the subjective and objective weighting methods, we determine the weight coefficients based on the traffic flow characteristics and the experience of experts. The weight coefficient set of factors is expressed as \( W = \{w_1, w_2, w_3, \ldots, w_i\} \), and \( w_1 + w_2 + w_3 + \cdots + w_i = 1 \) where weight coefficients are normalized between 0 and 1. Our proposed method improves the estimation accuracy and real-time performance comparing to the fixed weighting method.

3.3. Determine the membership functions

Determining the membership functions is the main step for a fuzzy comprehensive evaluation method. The membership functions determine the relationship between factor sets (road saturation, traffic density, and traffic speed) and evaluation sets (‘very smooth’, ‘smooth’, ‘mild congestion’, ‘moderate congestion’, and ‘serious congestion’) for traffic congestion. For this purpose, we choose trapezoidal membership functions as our membership function, and its function graph is shown as follows.

In Fig. 1, the parameters \( a, b, c, d \) are the thresholds corresponding to five traffic congestion states, and \( k_1, k_2, \ldots, k_8 \) are linear values corresponding to \( a, b, c, d \).

Accordingly, the functional expression is shown in Eq. (1),

\[
V_i(u) = \begin{cases} 
1 & u \leq k_i \\
0 & k_i < u < k_2 \\
(k_2 - u) / (k_2 - k_1) & u \geq k_2 \\
1 & u < k_3 \\
(k_4 - u) / (k_4 - k_3) & k_2 \leq u < k_3 \\
0 & k_3 < u < k_4 \\
(k_5 - u) / (k_5 - k_4) & u \geq k_4 \\
1 & u < k_5 \\
(k_6 - u) / (k_6 - k_5) & k_4 \leq u < k_5 \\
0 & k_5 < u < k_6 \\
(k_7 - u) / (k_7 - k_6) & u \geq k_6 \\
1 & u < k_7 \\
(k_8 - u) / (k_8 - k_7) & k_6 \leq u < k_7 \\
0 & k_7 < u < k_8 \\
1 & u \geq k_8 
\end{cases}
\]

where \( V_1(u), V_2(u), V_3(u), V_4(u) \) and \( V_5(u) \) are all within the range of \([0, 1]\) and each of them denotes one traffic congestion state. The piecewise functions \( V_3(u) \) and \( V_4(u) \) are similar to \( V_5(u) \), which are omitted.

3.4. FCE congestion estimation method

Traffic congestion factor and evaluation sets.

The traffic congestion factor sets are expressed as \( U = \{u_1, u_2, u_3\} \) corresponding to the road saturation, traffic density, and traffic speed. The evaluation sets are also expressed as \( V = \{v_1, v_2, v_3, v_4, v_5\} \) corresponding to ‘very smooth’, ‘smooth’, ‘mild congestion’, ‘moderate congestion’ and ‘serious congestion’. Moreover, we denote that \( u_1 \) (or \( u_2 \)) \( \rightarrow \{v_1, v_2, v_3, v_4, v_5\} \) and \( u_3 \) \( \rightarrow \{v_5, v_4, v_3, v_2, v_1\} \), which mean that the smaller road saturation (or traffic density) indicates the lighter traffic congestion, while the smaller road section average speed indicates more serious traffic congestion.

Determining weights of the evaluation factors

Considering the characteristics of traffic flow before and after the morning peak, we adapt different weights of evaluation factors in different periods. To be specific, the weights of each evaluation factor is expressed as \( W_u = \{w_1, w_2, w_3\} \) before the morning peak and \( W_v = \{w_4, w_5, w_6\} \) after the morning peak.

Performing the single factor fuzzy evaluation

For the \( i \)th factor in factor set \( U \), we get the membership \( r_{ji} \) of the \( j \)th evaluation in evaluation set \( V \) through the trapezoidal
Determining the traffic congestion state

The traffic congestion state is determined using a fuzzy comprehensive evaluation index. The fuzzy membership function is expressed as $R_1 = \{r_{11}, r_{12}, r_{13}, r_{14}, r_{15}\}$ in Eq. (2).

$$
R = \begin{pmatrix}
R_1 \\
R_2 \\
R_3
\end{pmatrix} = \begin{pmatrix}
r_{11} & r_{12} & r_{13} & r_{14} & r_{15} \\
r_{21} & r_{22} & r_{23} & r_{24} & r_{25} \\
r_{31} & r_{32} & r_{33} & r_{34} & r_{35}
\end{pmatrix}.
$$

Performing the fuzzy comprehensive evaluation

After identifying the weights and performing the single factor fuzzy evaluation, the fuzzy comprehensive evaluation matrix $B$ is calculated using a fuzzy transformation based on Eqs. (3) and (4) as follows:

$$
B = W \circ R = W \circ \begin{pmatrix}
r_{11} & r_{12} & r_{13} & r_{14} & r_{15} \\
r_{21} & r_{22} & r_{23} & r_{24} & r_{25} \\
r_{31} & r_{32} & r_{33} & r_{34} & r_{35}
\end{pmatrix} = \begin{pmatrix}
b_1 \\
b_2 \\
b_3 \\
b_4 \\
b_5
\end{pmatrix}
$$

where $\circ$ is the fuzzy compositional operation and $b_j$ is the fuzzy comprehensive evaluation index which means the membership of the $j$th factor of the evaluation object.

4. Traffic congestion prediction

In this section, we describe the congestion prediction method, which includes the TFP and the CSFD modules. The TFP module is used to predict the traffic flow parameters and consists of TVP, TSP, and PSO sub modules. The TVP sub module is used for predicting traffic volume, while the TSP sub module is used for predicting average traffic speed. And the PSO sub module is applied to optimize the punish coefficients and the parameters of the multi-kernel functions of SVM in TVP and TSP. Furthermore, the CSFD module predicts the traffic flow parameters to citizens' cognitive state with the help of FCE method which we have described in detail in the previous section. Fig. 2 depicts the architecture of our proposed method.

SVM and PSO algorithms are chosen as optimization methods, since SVM has effective nonlinear mapping and generalization abilities and can solve small sample, over learning and local minimum problems, while PSO is a heuristic algorithm that has an advantage in search speed and stability.

4.1. The TFP module

TFP module includes TVP, TSP, and PSO sub modules. In TVP and TSP sub modules, we use LIBSVM library \cite{33} to calculate $\varepsilon$-Support Vector Regression ($\varepsilon$-SVR). The regression function for prediction is calculated using Eq. (6) as follows:

$$
y = f(x) = \sum_{i=1}^{N} (a_i - a_i^*) K(x_i, x) + b
$$

where $a_i$, $a_i^*$ are the Lagrange multipliers related to punish coefficient $c$, $K(x_i, x)$ is the kernel function, and $b$ is the bias.

In addition, we use linear in Eq. (7), polynomial in Eq. (8), and radial basis function (RBF) in Eq. (9) as the kernel function $K(x_i, x)$ of Eq. (6) respectively.

$$
K(x_i, x) = (\lambda (x_i \times x) + c)^d
$$

$$
K(x_i, x) = \exp \left( -\frac{\|x_i - x\|^2}{2\sigma^2} \right).
$$

Most of the existing congestion prediction methods such as \cite{19–24} only consider one kernel function: linear, polynomial, or RBF. Different from these methods, our proposed TFP module considers multiple kernel functions since different kernel functions have different prediction accuracies and fitting abilities. In addition, according to Eqs. (7)-(9), the polynomial kernel function has more parameters than linear and RBF kernel functions. Considering the computational complexity and model selectivity, we mainly focus on linear and RBF kernel functions.

The TVP sub module

Assuming that the current time is denoted by $t$, we aim to predict the traffic volume of time $t + 1$ at some road sections. The input variables include six parameters $\text{Spe}_{t-2}$, $\text{Spe}_{t-1}$, $\text{Spe}_{t}$, $\text{Vol}_{t-2}$, $\text{Vol}_{t-1}$, $\text{Vol}_{t}$ and the output variable is $\text{Vol}_{t+1}$. Among these, $\text{Spe}_{t}$ indicates the average speed of time $t$, and $\text{Vol}_{t}$ indicates the traffic volume of time $t$. Then, the TVP model is trained considering the punish coefficient $c$ and multiple kernel functions. At last, the TVP model is tested using the real floating car data.

The TSP sub module

Training and testing methods in TSP sub module are similar to those in TVP sub module, except that the input variables in TSP include $\text{Vol}_{t-2}$, $\text{Vol}_{t-1}$, $\text{Vol}_{t}$, $\text{Spe}_{t-2}$, $\text{Spe}_{t-1}$, $\text{Spe}_{t}$, and the output variable is $\text{Spe}_{t+1}$.

The PSO sub module

In this module, we aim to optimize the punish coefficient $c$ and multiple kernel functions based on kernel parameters of the SVM model in TVP and TSP sub module.

- Firstly, we determine the parameters of PSO algorithm such as maximum evolution number, maximum population number, cross validation number, the range of punish coefficient $c$,
Traffic Flow Prediction (TFP)

Traffic Volume Prediction (TVP)

Particle Swarm Optimization (PSO)

Traffic Speed Prediction (TSP)

Traffic Comprehensive Estimation and Prediction Method (TFCE)

Fig. 2. Architecture of proposed method.

5. Experiment and discussion

In experiments, we experiment is conducted to show the performance of our traffic congestion estimation and prediction method. In experiments, we select a road section from Lian Hua Qiao to Liu Li Qiao at third ring near Beijing west railway station as the research area in Fig. 3, of which exists seriously recurrent traffic congestion.

5.1. The floating car data

The floating car data are the real traffic GPS data collected by 12,000 taxis in Beijing China over a period of one month (November 2012) [35]. The traffic data are recorded once per minute approximately. The format of a GPS data is shown in Fig. 4.

We first preprocess the data in order to eliminate noisy sample points, of which perceived positions are chaotic. In the second step, the sample points with the same vehicle ID are linked to each other according to their time correlate on. Then, we capture the floating car trajectories on the urban road network space. In the next step, map matching is carried out according to the floating car trajectories, the latitude and longitude of the vehicles, and the urban geographic information. Finally, the traffic flow parameters are extracted in five minutes.

The traffic flow parameters include the traffic volume and traffic speed. The traffic volume is equal to the floating car number divided by a floating car detection ratio. The floating car detection ratio equals the total number of floating cars divided by the total number of vehicles on the road. Based on the annual report of Beijing traffic development in 2012 [36], the floating car detection ratio is 19%. The traffic speed is equal to the average speed of floating car in five minutes. The average speed of each floating car trajectory can be acquired by GPS sample points.

5.2. Performance indexes

We consider the performance indexes from the TFP and CSFD modules, which include the traffic flow prediction and congestion state division indexes. These concepts are identified in the rest of this subsection.

Traffic flow prediction indexes

The prediction accuracy indexes include mean absolute error (maerr), mean absolute relative error (marerr), mean square error (mserr) and mean square relative error (msrerr) as shown in following equations,

\[ maerr = \frac{1}{N} \sum_{t=1}^{N} |p_{\text{predict}}(t) - R_{\text{real}}(t)| \]  

\[ marerr = \frac{1}{N} \sum_{t=1}^{N} \frac{|p_{\text{predict}}(t) - R_{\text{real}}(t)|}{R_{\text{real}}(t)} \]  

\[ mserr = \frac{1}{N} \sum_{t=1}^{N} p_{\text{predict}}(t) - R_{\text{real}}(t))^2 \]
msrerr = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{P_{\text{predict}}(t) - R_{\text{real}}(t)}{R_{\text{real}}(t)} \right)^2}  \tag{15}

where \( P_{\text{predict}} \) denotes the predicted value and \( R_{\text{real}} \) denotes the real value.

The real-time performance indexes include the time for training model (\( \text{tr\_time} \)) and traffic flow prediction (\( \text{pre\_time} \)). The stability performance indexes are related to the process of the punish coefficient selection and the prediction accuracy.

**Congestion state division indexes**

The congestion state prediction accuracy is given by the formula that the prediction congestion states divide by the real congestion state. The instantaneity performance indexes include the time to perform congestion state division. The stability performance indexes are also related to the process of the punish coefficient selection and the prediction accuracy.

5.3. FCE congestion estimation

Though the traffic flow parameters are extracted, it can be seen that traffic congestion still cannot be characterized accurately. The reason is that different roads have different road spaces and traffic capacities. Considering the length and lane number of road section as well as the traffic volume, the traffic density can be acquired with the help of Google Earth. The experiment area is 1.127 square kilometers with 8 lanes. The road saturation can also be calculated using the traffic capacity and traffic volume. We acquire the traffic capacity from China highway capacity manual, which defines that the maximum traffic capacity of multi-lane highway designed with 80 km/h is 1800 pcu/h/lane. In other words, the maximum traffic capacity of the explored road in this paper is 150 pcu/5 min/lane.

Then, the congestion state division in our proposed FCE method is performed using the road saturation, the traffic density, and the traffic average speed. Accordingly, the weight sets are assigned as \( W_a = [0.43, 0.27, 0.3] \) and \( W_b = [0.23, 0.17, 0.6] \).
the traffic congestion estimation using our FCE method during a week (from Monday to Sunday).

### 5.4. Traffic flow prediction

Through estimating the traffic congestion, we aim to induce travel cost and prevent congestion from further spreading. To this target, a congestion prediction method is applied, which includes the traffic flow prediction and the congestion state fuzzy division. Thus, we do experiments from these two aspects.

The traffic volume and traffic speed prediction results are explored in our experiments. We conduct the experiments with different kernel functions and optimization techniques.

#### Prediction with different kernel functions

We compare the results of prediction with three different kernel functions: linear, polynomial and RBF. In order to evaluate the performance of these kernel functions, we do not apply any optimization techniques in this part. The default parameters are shown as follows: insensitive parameter \( \varepsilon \) is 0.01, punish coefficient \( c \) is 0.8, RBF parameter \( \sigma \) is \( \sqrt{2}/2 \), polynomial kernel function parameter \( \lambda \) is 0.17 and \( \varepsilon \) is 0. We compare the three kernel functions in terms of six evaluation metrics: \( maerr \), \( marerr \), \( mserr \), \( mserr \), \( tr\_time \) and \( pre\_time \). The experiment results of traffic volume prediction are shown in Fig. 6 and Table 1. Similarly, the traffic speed prediction results are shown in Fig. 7 and Table 2.

We can reach that RBF kernel performs better than linear and polynomial kernels in traffic volume prediction according to the traffic volume prediction performance of kernel functions in different periods.

#### Table 3

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Linear</th>
<th>Polynomial</th>
<th>RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( maerr )</td>
<td>0.5457</td>
<td>0.6772</td>
<td>0.5319</td>
</tr>
<tr>
<td>( marerr )</td>
<td>22.1943</td>
<td>22.4959</td>
<td>21.8899</td>
</tr>
<tr>
<td>( mserr )</td>
<td>31.1367</td>
<td>31.6596</td>
<td>30.2740</td>
</tr>
<tr>
<td>( mserr )</td>
<td>1.5327</td>
<td>2.1554</td>
<td>1.3666</td>
</tr>
<tr>
<td>( tr_time )</td>
<td>0.0930 s</td>
<td>0.1120 s</td>
<td>0.1210 s</td>
</tr>
<tr>
<td>( pre_time )</td>
<td>0.0100 s</td>
<td>0.0120 s</td>
<td>0.0130 s</td>
</tr>
</tbody>
</table>

#### Table 4

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Linear</th>
<th>Polynomial</th>
<th>RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( maerr )</td>
<td>4.8738</td>
<td>5.0802</td>
<td>4.8986</td>
</tr>
<tr>
<td>( marerr )</td>
<td>7.7589</td>
<td>7.7101</td>
<td>7.7928</td>
</tr>
<tr>
<td>( mserr )</td>
<td>3.3871</td>
<td>5.4953</td>
<td>3.6888</td>
</tr>
<tr>
<td>( mserr )</td>
<td>4.0058</td>
<td>4.0662</td>
<td>3.8725</td>
</tr>
<tr>
<td>( marerr )</td>
<td>2.7675</td>
<td>2.9984</td>
<td>3.1744</td>
</tr>
<tr>
<td>( mserr )</td>
<td>3.6400</td>
<td>3.6637</td>
<td>3.6409</td>
</tr>
</tbody>
</table>

Table 1. From Table 2, linear kernel function outperforms the other two kernels on average speed prediction in terms of prediction accuracy and real-time index.

In order to analyze the results of traffic flow prediction before and after morning and evening peak accurately, we divide one day into five periods and the corresponding prediction indexes are the mean absolute relative error before morning peak (\( marerr\_befmor \)), morning peak (\( marerr\_mor \)), between morning and evening peak (\( marerr\_betmoev \)), evening peak (\( marerr\_eve \)), and after evening peak (\( marerr\_afteve \)). The prediction results of traffic volume in different periods are shown in Table 3, and the traffic speed prediction results are shown in Table 4.

**Table 1.** Traffic flow prediction performance of kernel functions in different periods.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Linear</th>
<th>Polynomial</th>
<th>RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( maerr )</td>
<td>22.1943</td>
<td>22.4959</td>
<td>21.8899</td>
</tr>
<tr>
<td>( marerr_befmor )</td>
<td>14.0327</td>
<td>16.6359</td>
<td>13.9580</td>
</tr>
<tr>
<td>( marerr_mor )</td>
<td>41.9103</td>
<td>40.4290</td>
<td>39.8513</td>
</tr>
<tr>
<td>( marerr_betmoev )</td>
<td>28.6937</td>
<td>27.6906</td>
<td>27.5881</td>
</tr>
<tr>
<td>( marerr_eve )</td>
<td>22.7470</td>
<td>23.0084</td>
<td>26.2030</td>
</tr>
<tr>
<td>( marerr_afteve )</td>
<td>14.9937</td>
<td>14.8832</td>
<td>14.8502</td>
</tr>
</tbody>
</table>

**Table 2.** Performance comparison among different kernel functions of proposed method about average speed prediction.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Linear</th>
<th>Polynomial</th>
<th>RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( maerr )</td>
<td>0.1576</td>
<td>0.1737</td>
<td>0.1604</td>
</tr>
<tr>
<td>( marerr )</td>
<td>4.8738</td>
<td>5.0802</td>
<td>4.8986</td>
</tr>
<tr>
<td>( mserr )</td>
<td>6.7124</td>
<td>6.8462</td>
<td>6.7971</td>
</tr>
<tr>
<td>( mserr )</td>
<td>0.2354</td>
<td>0.2642</td>
<td>0.0589</td>
</tr>
<tr>
<td>( tr_time )</td>
<td>0.0930 s</td>
<td>0.1120 s</td>
<td>0.1210 s</td>
</tr>
<tr>
<td>( pre_time )</td>
<td>0.0100 s</td>
<td>0.0120 s</td>
<td>0.0130 s</td>
</tr>
</tbody>
</table>

**Table 3.** Average speed prediction performance of kernel functions in different periods.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Linear</th>
<th>Polynomial</th>
<th>RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( maerr )</td>
<td>4.8738</td>
<td>5.0802</td>
<td>4.8986</td>
</tr>
<tr>
<td>( marerr_befmor )</td>
<td>7.7589</td>
<td>7.7101</td>
<td>7.7928</td>
</tr>
<tr>
<td>( marerr_mor )</td>
<td>3.3871</td>
<td>5.4953</td>
<td>3.6888</td>
</tr>
<tr>
<td>( marerr_betmoev )</td>
<td>4.0058</td>
<td>4.0662</td>
<td>3.8725</td>
</tr>
<tr>
<td>( marerr_eve )</td>
<td>2.7675</td>
<td>2.9984</td>
<td>3.1744</td>
</tr>
<tr>
<td>( marerr_afteve )</td>
<td>3.6400</td>
<td>3.6637</td>
<td>3.6409</td>
</tr>
</tbody>
</table>

5.4. **Traffic flow prediction**
Fig. 6. Comparison among the real traffic volume and prediction results of proposed method with different kernel functions.

Fig. 7. Comparison among the real average speed and prediction results of proposed method with different kernel functions.

Fig. 8. Comparison among the real traffic volume and prediction results of proposed method with different optimization techniques.

much time in the process of parameter optimization and the operation of selection, crossover and mutation, which results in a disadvantage to the real-time performance. Besides, PSO-R has the best comprehensive performance from the evaluation results. We can conclude that different kernel functions in SVM have different prediction accuracies and fitting abilities, hence, we take advantages of the SVM multi-kernel functions to improve the performance of our proposed method.

5.5. Congestion state prediction

The performance of congestion state fuzzy division is explored in this subsection. We conduct the experiments without and with optimization techniques.
Fig. 9. Comparison among the real average speed and prediction results of proposed method with different optimization techniques.

Table 7  Congestion state prediction performance of kernel functions in different periods.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Linear</th>
<th>RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>accuracy</td>
<td>74.22%</td>
<td>74.22%</td>
</tr>
<tr>
<td>acc_befmor</td>
<td>68.67%</td>
<td>67.86%</td>
</tr>
<tr>
<td>acc_mor</td>
<td>76.92%</td>
<td>69.23%</td>
</tr>
<tr>
<td>acc_betmoev</td>
<td>69.79%</td>
<td>72.92%</td>
</tr>
<tr>
<td>acc_eve</td>
<td>83.33%</td>
<td>79.19%</td>
</tr>
<tr>
<td>acc_afteve</td>
<td>84.75%</td>
<td>83.05%</td>
</tr>
</tbody>
</table>

Prediction without optimization techniques

We compare the performance results of linear and RBF kernel functions in this part. In order to evaluate the performance of these kernel functions, we do not apply any optimization techniques. Fig. 10 shows the congestion state prediction based on linear kernel, and Fig. 11 depicts the results based on RBF kernel.

Similar to the previous subsection, we divide one day into five periods to analyze the results more accurately. The corresponding indexes are the accuracy before morning peak (acc_befmor), morning peak (acc_mor), between morning and evening peak (acc_betmoev), evening peak (acc_eve) and after evening peak (acc_afteve). The prediction results of congestion state in different periods are shown in Table 7.

From Figs. 10, 11 and Table 7, we can see that linear and RBF kernels have the same overall accuracies, which can properly fit the real congestion state. Moreover, linear kernel outperforms RBF kernel in the periods of morning peak, evening peak and after evening peak. It demonstrates that each kernel has its own advantages in congestion state prediction, hence, we use the multi-kernel function to improve prediction performance.

Prediction with optimization techniques

In this part, we present our experiment results of traffic congestion prediction with optimization techniques in multi-kernel function. We use PSO and GA optimization techniques in linear and RBF kernel functions of SVM, and then form three schemes: PSO optimizing RBF kernel (PSO-SVM-R), PSO optimizing RBF and linear kernels (PSO-SVM-RL), and GA optimizing RBF and linear kernels (GA-SVM-RL). The results for congestion state prediction are shown in Figs. 12–14. We compare PSO-SVM-R, PSO-SVM-RL and GA-SVM-RL methods in terms of accuracy, instantaneity and stability metrics, and we also present the accuracies of different periods as shown in Table 8.

The results show that PSO-SVM-RL method has better prediction accuracy than the PSO-SVM-R method. Especially, PSO-SVM-RL achieves 83.33% accuracy in evening peak while the accuracy of PSO-SVM-R is 75%. We can conclude that the PSO optimization method has better performance on the multi-kernel function of SVM rather than the single kernel function. Besides, both the PSO-SVM-RL and PSO-SVM-R methods outperform the GA-RL method in all the performance metrics, which means that the PSO optimization method has better performance on the multi-kernel and single kernel function of SVM in comparison to the GA optimization method. Finally, the PSO-SVM-RL has the best comprehensive performance in our experiments, which can fit the accuracy, real-time and stability requirements.

6. Conclusion

In this paper, a new fuzzy comprehensive evaluation (FCE) method was used to estimate and predict the traffic congestion in large scale urban areas. In this method, floating car trajectory data was used to map the floating car sample points with the same
Then, the traffic flow parameters were extracted to estimate the traffic flow. In order to improve the traffic estimation performance metrics in terms of the accuracy, instantaneous and stability, we applied FCE method in which the weights of multi-indexes were adapted according to the traffic flows. In order to predict traffic congestion, the PSO optimization method was used to optimize the punish coefficients and multiple kernel functions’ parameters of SVM in the process of traffic flow parameters prediction.

In the future, we plan to extend our congestion estimation and prediction methods in a way that the weights of multi-indexes can be adapted according to the traffic flows. Our simulation results revealed that the predicted traffic flow parameters have a certain delay compared to the real values. Therefore, we plan to improve the prediction instantaneous in our future work.
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