Deformation Capture and Modeling of Soft Objects

Bin Wang
Longhua Wu
KangKang Yin
Uri Ascher
Libin Liu
Hui Huang

* Shenzhen VisuCA Key Lab / SIAT † National University of Singapore ‡ University of British Columbia

Abstract

We present a data-driven method for deformation capture and modeling of generic soft objects. We adopt an iterative framework that consists of one component for physics-based deformation tracking and another for spacetime optimization of deformation parameters. Low cost depth sensors are used for the deformation capture, and we do not require any force-displacement measurements, thus making the data capture a cheap and convenient process. We augment a state-of-the-art probabilistic tracking method to robustly handle noise, occlusions, fast movements and large deformations. The spacetime optimization aims to match the simulated trajectories with the tracked ones. The optimized deformation model is then used to boost the accuracy of the tracking results, which can in turn improve the deformation parameter estimation itself in later iterations. Numerical experiments demonstrate that the tracking and parameter optimization components complement each other nicely.

Our spacetime optimization of the deformation model includes not only the material elasticity parameters and dynamic damping coefficients, but also a reference shape which can differ significantly from the static shape for soft objects. The resulting optimization problem is highly nonlinear in high dimensions, and challenging to solve with previous methods. We propose a novel splitting algorithm that alternates between reference shape optimization and deformation parameter estimation, and thus enables tailoring the optimization of each subproblem more efficiently and robustly.

Our system enables realistic motion reconstruction as well as synthesis of virtual soft objects in response to user stimulation. Validation experiments show that our method not only is accurate, but also compares favorably to existing techniques. We also showcase the ability of our system with high quality animations generated from optimized deformation parameters for a variety of soft objects, such as live plants and fabricated models.

CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism — Animation
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1 Introduction

Physics-based deformable models enable realistic animation of a wide range of objects and phenomena [Nealen et al. 2006]. Estimating model parameters, however, still heavily relies on either manual tuning or tedious measurements [Terzopoulos et al. 1987]. Such approaches can hardly scale to complex models with nonlinear or heterogeneous material distributions. Moreover, these methods usually employ static shapes, i.e., the static equilibrium under gravity that can be easily observed, as the original reference shapes of the deformation models. This approximation does not work for very soft objects, for instance long plant leaves, as they deform significantly due to gravity. In addition, dynamic properties such as damping coefficients have seldom been considered previously, even though they play a critical role in achieving realistic behavior, in particular for soft objects.

Data-driven methods have recently been quite successful in constructing physics-based deformable models for cloth, human organs and faces [Otaduy et al. 2012]. However, they often require measuring the dense force-displacement relationships. Such measuring processes and hardware have to be tailored to specific types of objects being modeled, and thus are hard to generalize. We wish to build a system that can learn from real-world measurements as well, and is applicable to generic objects without requiring any expensive or specialized hardware for force actuation or measurement.

In this paper, we propose a novel data-driven deformation capture and modeling framework for generic soft objects. Our system builds deformable models from pure kinematic motion trajectories,
In summary, our main contributions include:

- Fidelity of parameter identification.

- Deformation parameters, but also facilitates motion inference of unobserved movements and large deformations. Then we formulate the deformation parameter estimation as a spacetime optimization problem, aiming to match the simulated trajectories with the tracked ones up to noise and modeling inaccuracies.

- Our deformable models include not only the material elasticity parameters and the dynamic damping coefficients, but also the reference shape which introduces high dimensionality into the spacetime optimization problem. When coupled with significant nonlinearity and noisy input, our problem becomes too challenging for previous methods to solve effectively. We thus propose a novel splitting algorithm that divides the large optimization problem into subproblems that are solved separately and iteratively. Then the reference shape optimization can take advantage of the dynamics simulation by applying virtual forces, resulting in a much faster solver than conventional optimization methods.

- We further employ an iterative scheme that alternates between the physics-based deformation tracking and physics-based parameter estimation, yielding a maximum-likelihood solution that converges at a reasonable speed. This scheme not only makes the final results less dependent on the initial tracking accuracy with default deformation parameters, but also facilitates motion inference of unobservable parts of the deformable objects and in turn improves the fidelity of parameter identification.

- In summary, our main contributions include:
  - An iterative tracking and parameter estimation framework that only requires kinematic motion capture with simple user interactions and cheap depth sensors;
  - A novel splitting scheme that can solve the high-dimensional and non-convex spacetime optimization for both the deformation parameters and the reference shape;
  - An augmented physics-based probabilistic tracking method that can reconstruct fast and highly deformable movements from extremely noisy and incomplete point clouds.

### 2 Related Work

#### Animation Capture

We use “animation capture” to refer to several terminologies introduced in different application contexts and research communities, including performance capture, object tracking and animation reconstruction. With the recent advances in commercial-grade scanners, depth sensors and video cameras, and the cohort research efforts on data-driven animation, the robustness of such animation capture methods and systems has been improving steadily. Such capture systems often take multi-view video recordings as input [Bradley et al. 2008; de Aguiar et al. 2008; Vlasic et al. 2008; Li et al. 2012], but single-view capture systems are also gaining more popularity due to their low cost and simple setups [Li et al. 2009; Wei and Chai 2010; Tevs et al. 2012; Wei et al. 2012; Helten et al. 2013; Schulman et al. 2013].

These methods demonstrate various ways of dealing with partial observation, occlusion, noise and outliers, such as involving user inputs in the loop [Wei and Chai 2010], using geometry templates [Li et al. 2009; Schulman et al. 2013], coupling tracking with detection [Wei et al. 2012], utilizing physics constraints [Choi and Szmczak 2009], or fusing measurements from multiple sensors [Helten et al. 2013]. We have been particularly inspired by the probabilistic tracking method proposed by Schulman et al. [2013]. It can deal with highly noisy point clouds captured using cheap sensors. Furthermore, our finite element method (FEM) simulator can be easily plugged into such a physics-based tracking framework. Wuhrer et al. [2013] also used linear FEM for template-based tracking of deforming surfaces. However, they use earlier tracking frames as the reference shapes for the later frames, and thus their estimated material parameters are not physically meaningful. By contrast, we stress that our total estimation process will also recover a reference shape rather than assume one is observed or known.

#### Deformation Modeling

It is a common challenge in computer animation and physics-based simulation to assign material parameters accurately in order to yield desired deformation behavior. Manual parameter tuning cannot scale to complex models with nonlinear or inhomogeneous material distributions. With recent improvements in sensing technologies, the data-driven approach of modeling and reconstructing deformation parameters from real world measurements has offered great potential for computer graphics applications, such as fabrics, soft objects, and human organs and faces [Pai et al. 2001; Schoner et al. 2004; Becker and Teschner 2007; Wang et al. 2011; Miguel et al. 2012; Bickel et al. 2009]. Bickel et al. [2009] fit material parameters with an incremental loading strategy to better approximate the nonlinear strain-stress relationships. Wang et al. [2011] proposed a piecewise linear elastic model to reproduce the nonlinear, anisotropic stretching and bending of cloth. Miguel et al. [2012] directly optimized the nonlinear stress-strain curves based on measurements. A common weakness with previous methods is they require a dense force displacement field and known reference shapes. While Bhat et al. [2003] avoided the need for force capture by using video tracking of cloth, they still assumed a trivial cloth reference shape. By contrast, our method requires neither force displacement capture nor a priori reference shapes, making it significantly more convenient.

The spacetime optimization framework has been utilized quite often for editing and control of deformable animations [Barbić et al. 2012; Hildebrandt et al. 2012; Li et al. 2014], and occasionally for...
material estimation as well [Lee et al. 2012; Li et al. 2014]. Model reduction techniques are needed to achieve interactive rates. Our problem is too challenging for these methods to solve effectively as we also wish to recover the reference shape, which introduces many more unknowns that depend nonlinearly on the dynamic positions, and our input point cloud data is much noisier than key frames or medical images. We propose a novel splitting scheme to efficiently and robustly solve our spacetime optimization problem.

Fabrication-oriented Deformation Design Fabrication-oriented design has recently been gaining attention in the computer graphics community. In such design scenarios, physical objects are not always available for measurements, and specific and strict fabrication constraints must be respected. Bickel et al. [2010] used a spatial combination of basis material layers to achieve anisotropic, inhomogeneous and nonlinear deformation behavior. Chen et al. [2014] and Derouet-Jourdan et al. [2013] optimized for the reference shapes to attain desired static shapes. They require either known material properties [Chen et al. 2014] or known boundary conditions [Derouet-Jourdan et al. 2013]. Similar techniques are also effective in controlling deformable characters [Coros et al. 2012] and balloon shapes when inflated [Skroumas et al. 2012]. In addition to material distributions, mechanical actuation can also be optimized to control the deformable motions [Skroumas et al. 2013]. Our work shares the same goal of reproducing desired deformation behavior. However, we directly optimize for both material properties and reference shape, which to the best of our knowledge no existing work has attempted so far.

3 Overview

Figure 2 shows our data-driven deformation capture and modeling framework. The system starts from capturing both the static shape and the deformable motion of a soft object. The static shape, the equilibrium geometry under gravity, is first scanned and reconstructed as a triangular mesh (Figure 2(a)). Then the dynamic motion, introduced by an initial deformation, is captured in real time using three depth sensors from different viewpoints (Figure 3(a)) and stored as a time sequence of point clouds (Figure 2(b)).

The core of our algorithm is an iterative scheme that alternates between a deformation tracking component and a parameter optimization component. Using the static shape as a template, a physics-based probabilistic method is employed to track the dynamic point cloud sequence (Figure 2(c)). The output of this component is represented as 3D coordinates of a tetrahedral mesh, which tightly encloses the surface template in the static shape. Next the parameter estimation component optimizes for the elastic material parameters, the damping coefficients, and the reference shape as well. The reference shape refers to the geometry subject to zero external forces and zero damping coefficients, and the reference shape as well. The reference shape by

\[
X_e(x_e) = K_e(\mathbf{R}^T X_e(t) - X_e),
\]

where \(K_e = B_e^T E B_e\) is the 12 \(\times\) 12 element stiffness matrix and \(V_e\) is the element volume. Note that \(f_e\) depends nonlinearly on \(X_e\) through both \(K_e\) and \(R_e\). We discuss in the Appendix how to calculate the Jacobian of \(f_e\) with respect to \(X_e\), as this is needed for the reference shape optimization described in Section 6.

Next, we construct the equations of motion by assembling contributions from all the FEM elements. The motion of our deformable objects is described by Newton’s 2nd law, which relates forces to accelerations. Assembling the element-wise force contributions \(f_e\) given in Eq (1), we obtain the following ordinary differential equations in time \(t\):

\[
M\ddot{x} + D\dot{x} + RK(\mathbf{R}^T x - X) = f_{ext}. 
\]

Here the sparse stiffness matrix \(K\) is assembled from the element-wise \(K_e\) defined in Eq (2). The non-zero components for each row of \(K_e\) are determined by the underlying topology structure of the volumetric model. The mass matrix \(M\) reflects the lumped mass at each node [Kim and Pollard 2011], which is derived from a uniform density estimated by measuring the total mass and volume of the object in advance. The damping matrix \(D\) is proportional to the effective mass and equals gravity in our simulation. The solution \(x\) of Eq (3) depends on the unknown parameters \(p = (E, \nu, \alpha, \beta)\), as well as on \(X\).
5 Physics-based Probabilistic Tracking

The tracking algorithm needs to handle noisy input with occlusions, fast movements, and large deformations. We thus augment a robust physics-based tracking algorithm [Schulman et al. 2013] that formulates the deformation tracking as a maximum a posteriori (MAP) estimation problem, and solves it with the expectation maximization (EM) algorithm. Physics-based tracking of deformable objects offers three main advantages in our context:

- physical parameters, e.g., material configuration, can be optimized by the simulation implicitly and efficiently;
- physical constraints, e.g., elasticity and collisions, can be handled by the simulation implicitly and efficiently;
- the incorporation of soft body simulation is essentially free here as we need it for the modeling and synthesis anyway;

Physical deformable parameter, e.g., material configuration, can be optimized to improve the tracking in an iterative fashion.

More specifically, a fine surface mesh \( S \) (Figure 3(c)) of the object is constructed first. Subsequently, it is used as a template for the tracking from point clouds in time, i.e., the assimilation of the point cloud observations with the dynamics described by appropriate equations of motion. A coarser version of this surface mesh is passed to TETGEN [Si 2011] to generate a lower resolution volumetric mesh \( \mathcal{T} \) (Figure 3(d)), which encloses \( S \) for the FEM simulation. To deform the triangular surface mesh \( S \) from the simulated tetrahedral elements of \( \mathcal{T} \), we employ the mesh embedding technique proposed in [Capell et al. 2002; Kim and Pollard 2011].

We use three Kinect sensors (Figure 3(a)) to capture the point clouds of the deformation sequence (Figure 3(b)). For a frame consisting of \( N \) points at a given time instant, we denote by \( e = e_{1:N}, 1 \leq n \leq N \) the point coordinates in the point cloud, and by \( s = s_{1:K}, 1 \leq k \leq K \) the vertex positions in the surface mesh \( S \). Our task is to infer the values of \( s \) given the point cloud \( e \). We enforce a prior on \( s \) that penalizes potential energy of the deformable objects. The correspondence between the point cloud and the mesh vertices, however, is not known and is treated as latent variables \( z_{kn} \), which indicate if nodal value \( s_k \) of the surface mesh has contributed to the observation \( e_n \). Assuming that \( c_{ek} \) is normally distributed around \( s_k \) as \( c_{ek} \sim N(s_k, \Sigma_k) \) with an isotropic covariance matrix \( \Sigma_k = \sigma^2 I \), we seek the most probable vertex positions given the measurements:

\[
\hat{s} = \arg\max_s p(s|e).
\]

To solve this MAP estimation problem, the EM algorithm is employed. In the first (E) half-step, the total log joint probability lower bound \( \log p(e, s) \) is computed based on the expectation over the latent variables \( p(z_{kn}|s, e) \). In the second (M) half-step, the lower bound is maximized with respect to the vertex positions:

\[
s = \arg\max_s \left[ \log p(e|s) + \log p(s) \right].
\]

The second term in Eq (4) corresponds to the potential energy of the deformable object, which can be optimized through simulating the physics-based deformable model. The first term reflects how well the model explains the measurements. To reduce the error, we introduce an artificial external force on each mesh vertex to move them closer to their corresponding sample points in the point cloud:

\[
f_k = \eta \sum_n p(z_{kn}) s_n^{-1} (c_{ek} - s_k).
\]

Here \( \eta \) is a scaling factor to control the magnitude of the artificial force, similar to the stiffness of virtual springs. Thus, our deformable object simulation in the context of tracking consists of solving Eq (3) with the external forces \( f_{ek} \) given by the vector assembled from the contributions \( f_k \) defined in Eq (5). Hereafter we denote the resulting solution \( s \) at time instance \( t \) by \( \hat{s}_t \).

Interested readers are referred to [Schulman et al. 2013] for more derivation details. The main difference in our implementation is that we simulate the volumetric mesh using co-rotated linear FEM, while Schulman et al. [2013] simulate mass-spring systems with the Bullet engine. More specifically, we use mesh embedding to transfer the virtual forces from the surface mesh to the tetrahedral mesh, and map the displacements from the tetrahedral mesh back to the surface mesh. Multiple EM iterations are required to align the mesh template and the point cloud sufficiently well when large discrepancy appears between them, therefore we run the motion simulation until convergence for each EM iteration.

6 Deformation Parameter Estimation

We propose a data-driven method to estimate the unknown static physical parameters \( p = (E, \nu, \alpha, \beta) \) and the reference shape \( X \). Our problem is formulated as a spacetime optimization, where the following objective function \( \mathcal{F} \) measures the deviation between the simulated and captured trajectories:

\[
\min_{p \in \mathcal{X}} \mathcal{F}(p, X) = \sum_t \| x_{t} - \hat{x}_t \|_2^2.
\]

Here we use the sum of squared distances across all frames \( t \) as a fitting measure, where \( \hat{x}_t \) is the output of the tracking component, and \( x_t \) is the simulated positions at frame \( t \) in Eq (3).

This spacetime optimization problem is large, nonlinear and non-convex. The evaluation of the objective function is expensive, and the evaluation of gradients is far worse still, with all the frames from the motion trajectories. Conventional techniques simply cannot solve it effectively. Therefore we propose a novel splitting scheme
which alternately and iteratively optimizes \( X \) and \( p \). The first half-step solves for the high-dimensional variable \( X \) given the material parameters \( p \) and the captured trajectories; this can be carried out rapidly using physics-based simulation with a simpler objective to maintain equilibrium for the static shape. Then the subsequent half-step computes the material parameters \( p \) (whose dimension is much smaller than that of \( X \)) as the minimizer of the least squares problem Eq (6) with \( X \) fixed. The advantage of the splitting scheme lies essentially in the utilization of a far simpler and more efficient procedure for solving for the large number of unknowns in \( X \) alone.

The overall splitting scheme is described in Algorithm 1. Within each iteration of the algorithm, we first run the reference shape optimization (Section 6.1) to guarantee that the current deformation parameters \( p \) and their corresponding reference shape \( X \) satisfy the physical constraints. Then we simulate the whole trajectory and update the parameters \( p \) along the direction which can further decrease the trajectory deviation, using a standard downhill search method (Section 6.2). We run the scheme iteratively until it converges sufficiently. A crucial procedure for obtaining a good initial guess is described in Section 6.3.

### 6.1 Reference Shape Optimization

Taking the static shape as the reference shape is quite common in modeling and simulation of deformable objects. For objects with soft material or thin-long features, however, the difference between the two simply cannot be neglected if faithful reconstruction is desired. We choose static shapes with no external contacts or self-contacts, hence the gravity is the only factor that causes the difference between the static shape and the reference shape. We then simplify Eq (3) accordingly to optimize for the reference shape that best explains the observed static shape.

More specifically, we denote the static shape as \( x^s \) and drop the first two terms of Eq (3):

\[
RK(R^Tx^s - X) = Mg. \tag{7}
\]

This suggests an objective to achieve the least force residual:

\[
\min \mathcal{F}(X) = \min_X \left\| RK(R^T x^s - X) - Mg \right\|^2. \tag{8}
\]

For a volumetric model with \( N \) nodes, the dimension of the search space for \( X \) is \( 3N \). Conventional optimization techniques are simply not fast enough for this high dimensional problem in our context, thus we adopt the virtual force idea again [Schulman et al. 2013], which has led to Eq (5), to approximate the optimization of \( X \) by an artificial-time simulation. Specifically, we apply the current force residual as virtual forces to each node, and rely on the mock-physics simulation to update the reference shape. The simulation is stopped when the force residual is sufficiently small in norm and the simulation stabilizes around an equilibrium. Readers can also draw similarity between the virtual force idea and the well-known active contours method from the computer vision community [Kass et al. 1988]. The major advantage of the simulation-based method is its robustness and speed. Furthermore, since optimizing Eq (6) alone cannot guarantee the equilibrium constraint of Eq (7), we need to optimize for the reference shape for each iteration of the splitting optimization algorithm.

Figure 4(a) presents the reference shape we recovered from a taro plant model: it looks intuitive and reasonable. The simulated stable state under gravity using our derived reference shape can match the captured static shape with high accuracy; see both Figures 4(b) and 4(d). In contrast, upon comparing Figures 4(b) vs. 4(c) and Figures 4(c) vs. 4(e), obvious sagging is observed when directly using the captured static shape as the reference shape to do the simulation.

To achieve fast and stable simulation for the above physics-based optimization method, we use an implicit ODE solver when updating the reference shape. To this end we need to compute the Jacobian of the elastic forces with respect to the reference shape \( \frac{\partial F}{\partial X} \). The derivation of this Jacobian is quite involved; see Appendix.

### 6.2 Deformation Parameter Fitting

We require motion trajectories of the soft object to estimate its deformation parameters \( p \) that includes the elasticity parameters and damping coefficients. We trigger the motion by simple interactions such as twisting and pulling, after which the soft object typically oscillates around and gradually settles down at its initial static equilibrium. Such motion and deformation can be reproduced by simulating the fitted deformable model with appropriate material properties starting from the same initial state. Considering that the reference shape \( \hat{X} \) can be separately obtained by the method introduced in the previous section, the objective function in Eq (6) can be rewritten as:

\[
\mathcal{F}(p) = \sum_{t,k} \left\| x_{tk} - \hat{x}_{tk} \right\|^2 \tag{9}
\]

where \( t \) is the frame index and \( k \) is the node index.
To minimize \( \tilde{J}(p) \), we employ the gradient-free Nelder-Mead algorithm, a.k.a., the downhill simplex method [Nocedal and Wright 2006]. Gradient-based optimization methods require a rather complicated calculation of derivatives, involving the adjoint method [Giles and Pierce 2000; McNamara et al. 2004]. This in turn depends on the noisy trajectories \( \hat{x} \) that do not strictly satisfy physical constraints.

For a homogeneous material, the vector \( p = (E, \nu, \alpha, \beta) \) is only four dimensional. However, homogeneous materials typically cannot faithfully model real world soft objects, as their material distributions are usually more complex. Our optimization algorithm above can handle multiple materials without much change, although the more material parameters we use (i.e., the larger \( p \) is), the slower the convergence. Xu et al. [2015] tackled this problem by introducing a reduced material space. We adopt a different approach that strategically places a few control points on the geometry, and then linearly blends the material parameters of these control points to obtain the material specification for each tetrahedron. Figure 5 illustrates the control point placements and Young’s moduli \( E \), \( \nu \), \( \alpha \), \( \beta \) on such a landscape is extremely costly and error prone, especially for models of multiple materials, due to the curse of dimensionality. The efficiency and robustness of the parameter estimation can be greatly improved, if it starts from a good initial guess in the vicinity of the solution valley. Here we propose a warm start strategy that utilizes modal analysis.

In modal analysis, small deformation displacements \( u = x - X \in \mathbb{R}^n \) are represented using linear combinations of natural vibration modes of the structure as \( u = \Phi z \), where each column of \( \Phi = [\phi_1, \phi_2, \ldots, \phi_k] \) represents one deformation mode and \( z \in \mathbb{R}^k \) are their corresponding amplitudes. The modes can be obtained by solving the generalized eigenvalue problem \( K\phi_i = \lambda_i M\phi_i \), and represent the natural characteristic displacements that the elastic object can undergo [Sifakis and Barbic 2012]. The natural vibration frequency \( \sqrt{\lambda_i} \) is implicitly determined by Young’s modulus through the stiffness matrix \( K \). Intuitively speaking, softer materials vibrate slower. Figure 7 illustrates the frequency \( \sqrt{\lambda_i} \) of the first mode for a synthetic bar with three different \( E \) values.

Therefore, if the estimated \( E \) value is closer to the ground truth, the frequency \( \sqrt{\lambda_i} \) derived from modal analysis should be close to that of the captured data. We uniformly sample a total of fifty \( E \) values in the range of \([1e4, 1e7]\), and compute their corresponding shape \( X \) as described in Section 6.1. With known \( E \) and \( X \), we can derive \( K \) and perform the general eigen-decomposition to estimate \( \sqrt{\lambda_i} \) and \( \phi_i \). Then we extract the displacements from the captured trajectories and project them onto the estimated first mode \( \phi_1 \), as depicted by the solid lines in Figure 7. The corresponding vibration frequency of the real data \( \omega_1 \) is then estimated by averaging the periods of multiple cycles of the projected displacements. We use the value \( E \) that produces the best match between \( \sqrt{\lambda_i} \) and \( \omega_1 \) as the initial guess to further improve upon using the optimization method described in Section 6.2. Interestingly, Li et al. [2014] recently exploited a related frequency matching idea to directly construct the stiffness matrix by uniformly scaling the eigenvalues to match the first non-zero eigenmode frequency with a user-defined animation period.

To handle cases of multiple materials, we utilize coordinate descent to sequentially and cyclically update the estimation for each material parameter. Furthermore, as linear modal coordinates are inadequate for large deformations, we perform the eigen-analysis in the rotation-strain space. Interested readers are referred to [Huang et al. 2011] for more implementation details.
Deformation Capture and Tracking  
We use one Artec Eva scanner (http://www.artec3d.com/) to firstly construct the static surface geometry of an object of interest. Then we use three Kinect sensors, synchronized and calibrated by the Artec Studio, to capture the point clouds of the object’s motion and deformation at 30 Hz, as shown in Figure 3(a). We introduce an initial deformation to the soft object by simple manipulations, and then capture the subsequent motion as the object oscillates and returns to its static equilibrium. The captured point clouds are noisy and incomplete due to occlusions and limited sensory coverage of the sensors.

For the first iteration, we simply use the static shape as the reference shape and user-specified material properties for the simulation-based point cloud tracking. The subsequent iterations of tracking use the result of the deformation parameter optimization from the previous iteration. We compare the tracking results in Figures 8 (g)–(i), using a uniformly soft material, a uniformly hard material, and the nonuniform optimized material, as shown in Figures 8 (a)–(c) respectively. This example demonstrates that the tracking algorithm can generate visually good tracking results for a large range of the elasticity parameters, e.g., at the first iteration with user-specified materials. However, harder materials may not track the data well in certain regions, as shown in Figure 8(g); while softer materials tend to over-fit to noise, as shown in Figure 8(h).

This example also clearly demonstrates the advantage of the iterative scheme that alternates the tracking and parameter estimation. Using the optimized elastic parameters for tracking, both the deformation and the stress field can be reconstructed more reliably.

Reference Shape Optimization  
We validate our reference shape optimization method by comparing its results with those of the state-of-the-art method of Chen et al. [2014]. They used an Asymptotic Numerical Method (ANM) to solve for the reference shape that can generate a desired target shape under known external forces. We compare the difference between the reference shapes \( \Delta X \) derived from the ANM method and ours, and also the difference between the simulated static shapes \( \Delta \tau^s \), as shown in Table 2. We also compare the performance of our simulation-based optimization to the ANM method, and the computation timing is comparable. This is rather satisfactory as we do not require any specialized optimization solver, given that our mock-physics simulation is needed for the modeling and simulation and thus comes essentially free. It is also much easier to incorporate other physical constraints, such as avoiding interpenetrations, using our method.

Material Parameter Estimation  
To validate the accuracy of our material parameter optimization algorithm, we first use synthetic data generated by forward simulations with known elasticity parameters. The first is a dinosaur model with seven material control points, and the second is a bar model as shown in Figures 5(b) with seven control points.

### 7 Results

#### Deformation Capture and Tracking

<table>
<thead>
<tr>
<th>Model</th>
<th>Plant</th>
<th>Beam</th>
<th>Phone Holder</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta X) Mean(s)</td>
<td>8.88e-5</td>
<td>2.9e-4</td>
<td>1.70e-3</td>
</tr>
<tr>
<td>(\Delta \tau^s) Mean(s)</td>
<td>6.35e-5</td>
<td>2.2e-5</td>
<td>2.2e-9</td>
</tr>
<tr>
<td>ANM Time(s)</td>
<td>9.27</td>
<td>3.25</td>
<td>17.99</td>
</tr>
<tr>
<td>Ours Time(s)</td>
<td>12.51</td>
<td>6.03</td>
<td>21.94</td>
</tr>
</tbody>
</table>

Table 2: Comparison of our reference shape optimization with the ANM solver of Chen et al. [2014], in terms of both accuracy and performance. The 3D models were normalized first before we compute the average differences between the shapes. Courtesy of [Chen et al. 2014] for the images and data.

We compare the difference between the reference shapes \(\Delta X\) derived from the ANM method and ours, and also the difference between the simulated static shapes \(\Delta \tau^s\), as shown in Table 2. We also compare the performance of our simulation-based optimization to the ANM method, and the computation timing is comparable. This is rather satisfactory as we do not require any specialized optimization solver, given that our mock-physics simulation is needed for the modeling and simulation and thus comes essentially free. It is also much easier to incorporate other physical constraints, such as avoiding interpenetrations, using our method.

## Table 1: Material optimization and damping coefficients estimation for three synthetic examples: the bar in Figure 9 with one and eight material control points, and the dinosaur in Figure 5(b) with seven control points.

<table>
<thead>
<tr>
<th>Material</th>
<th>Bar (1 ctrl pts)</th>
<th>Dinosaur</th>
<th>Bar (8 ctrl pts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>6.8e+5</td>
<td>9.9e+3</td>
<td>1.0e-3</td>
</tr>
<tr>
<td>Estimated (1 ctrl pts)</td>
<td>7.2e+5</td>
<td>1.0e+6</td>
<td>9.5e+4</td>
</tr>
<tr>
<td>Estimated (8 ctrl pts)</td>
<td>7.2e+5</td>
<td>1.0e+6</td>
<td>9.5e+4</td>
</tr>
</tbody>
</table>

### Figure 8: Comparison of tracking results using user-specified material properties vs. optimized ones. (a-c) soft, hard and optimized heterogeneous material distribution as input; (d-f) stress distribution for a frame with large deformation from the output; (g-i) tracking result overlaid with the point cloud data.
horizontally. Three initial deformed configurations, i.e., twisting, bending, and stretching, are used to generate simulated motion trajectories, which are subsequently used as input to our optimization algorithm. Figure 9 shows the convergence characteristics of three tests with the ground truth trajectories generated using one, two and eight material control points randomly placed, respectively. Table 1 further shows the numerical values of the estimated parameters with respect to the ground truth. Generally speaking, the more material control points we use in generating the ground truth, the more iterations it takes to estimate the parameters, but our solutions are all in the right order of magnitude as the ground truth. We also perform a test to see if our algorithm may overfit homogeneous materials and result in bogus heterogeneity. We deliberately fit eight material control points to a bar of homogeneous material, i.e., a bar with only one control point. The result in the third row of Table 1 shows all the eight fitted values are within ±7% of the ground truth.

We also test our algorithm with two real-world objects shown in Figure 10: a silicon pot holder, and an elastomer hanger. The values for $E$ obtained from our method are 7.0e + 6 and 5.0e + 6, respectively. The results are validated through both static loading tests and dynamic load releasing tests. More specifically, we fix the objects on one end either horizontally or vertically, and attach different weights on the other end as shown in Figure 10. Table 3 lists the averaged node distances between the captured and the simulated equilibrium states upon loading of the external weights. For the dynamic test, the external weights are suddenly released and the vibrations of the soft objects are simulated and compared with the ground truth video. We encourage the readers to watch this side by side comparison in the accompanying video.

We have learned material parameters for a few live plants from induced natural vibrations after being pulled and then released by a user. As the ground truth values of elasticity parameters for plants are typically not available [Barbić and Zhao 2011], we evaluate our results by simulating the learned models from estimated initial state of the captured motions. Side-by-side comparisons show high fidelity of the simulated motions with respect to the captured motions. We have also synthesized a series of plant motions and deformations subject to novel external perturbations. The first row of Figure 11 and the second row of Figure 1 show a lotus leaf responding to falling raindrops and swinging in an artificial wind field, respectively. The estimated Young moduli smoothly decrease from left to right, converging to falling raindrops and swinging in an artificial wind field, respectively. The estimated Young moduli smoothly decrease from left to right, converging to

Figure 9: Convergence characteristics of our deformation parameter estimation algorithm for a synthetic bar example with three material configurations (one, two and eight material control points). The trajectories contain 750 frames and the volumetric mesh has 756 nodes.

We have presented the first complete system that can (i) capture deformation of generic soft objects in high fidelity with low-cost depth sensors; and (ii) estimate plausible deformation parameters from these pure kinematic motion trajectories, without requiring any force-displacement measurements as is common in traditional methods. Using the learned deformation models, new motion and deformation can be synthesized at interactive rates to respond to dynamic perturbations or satisfy user-specified constraints.

The two main components of our framework are the physics-based deformation tracking and the spacetime optimization of deformation parameters. The tracking component builds upon a state-of-the-art tracking algorithm that implicitly handles physical constraints and thus is robust to noisy and partial point cloud measurements. Our motion-based parameter estimation strategy requires no tedious force-displacement measurement procedures, and is able to reconstruct dynamic properties such as damping coefficients as well. We run these two components in an iterative fashion so that the results of parameter optimization can in turn enhance the tracking performance. Due to self-occlusions and hardware limitations, the captured point clouds typically are partial and noisy. The learned elastic model facilitates more faithful inference of the missing part of the soft objects, such as the thin stem of the lotus leaf. It also helps eliminate over-fitting and achieve better stress distribution for large deformations.

Our system’s ability to recover both reference shape and deformation parameters simultaneously is a major novelty of our method. Estimating either the rest shape or material properties alone is difficult, and doing both together is even more difficult. We were inspired by the reduced model reference shape optimization of Coros et al. [2012], but we wanted to optimize the full geometry of the reference shape while simultaneously optimizing material parameters. We solve the spacetime optimization problem by a novel splitting scheme that separates the reference shape optimization and the material fitting. The reference shape optimization takes advantage of the dynamics simulation by applying virtual forces, which is not only fast but also robust to noisy data. We reduce the dimensionality of the material fitting problem by introducing a user-in-the-loop skinning scheme, where users manually mark out a few material control points. The results clearly show that both our captured and synthesized deformations are accurate and realistic.

Limitations and Future Work Our template-based tracking requires a high quality surface mesh as the initial shape, which we manually create from scanned point clouds. Automatic surface re-
construction methods, such as Poisson reconstruction, can be used in the future. The corresponding volumetric mesh is built by TetGen automatically, on which we manually specify boundary conditions such as attachment points.

Methods using kinematic input rather than force measurements are fundamentally constrained by the capture frequency in handling stiff materials. Due to the limitations of our low-cost hardware that operates at 30Hz, high frequency vibrations of stiff objects cannot be captured faithfully. Thus our tracking and simulation results will miss high frequency vibrations presented in some of the ground truth videos, such as the dynamic load releasing test. The reconstruction accuracy of the mass damping coefficient in the Rayleigh damping model can be affected. Nevertheless, commonly tested previous examples like pillows, cloth and human organs are well within the stiffness range that our method handles well.

The coarser volumetric meshes employed in our FEM simulation introduces artificial stiffness due to lack of degrees of freedom, which causes the optimization to favor softer materials. This problem is more severe when the relative volume difference between the surface mesh and the enclosing tetrahedral mesh becomes larger. Thus, a finer discretization can easily return more accurate estimation of the parameters. In the future, it would be interesting to explore non-linear FEM models to reduce this dependency of the estimation accuracy on discretization resolution as well as to enhance the robustness of the system. Since we have not noticed visual deficiency, we have favored coarse meshes, even though it may be important to use a finer tetrahedral discretizations for medical applications. But for medical applications where accuracy is more important, we would recommend using a finer tetrahedral mesh.

Recovering dynamic models from pure kinematic data is challenging. At this stage we choose a simple and popular elasticity model, which is adequate to produce realistic results that are visually indistinguishable from our capture. More advanced elastic models, such as those presented in [Bickel et al. 2009; Bickel et al. 2010; Wang et al. 2011; Miguel et al. 2012], would likely produce more accurate results.

Table 3: Averaged node distances between the captured and the simulated equilibrium upon loading of different external weights. Models were normalized first before the distance computation.

<table>
<thead>
<tr>
<th>Model</th>
<th>#verts.</th>
<th>#tets.</th>
<th>#nodes</th>
<th>#frames</th>
<th>track (min)</th>
<th>#ctrls</th>
<th>#iter</th>
<th>optimization (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bar</td>
<td>452</td>
<td>3000</td>
<td>756</td>
<td>250 / 250 / 250</td>
<td>-</td>
<td>1 / 2 / 8</td>
<td>-</td>
<td>0.2 / 0.5 / 1.5</td>
</tr>
<tr>
<td>Dinosaur</td>
<td>19537</td>
<td>16270</td>
<td>4867</td>
<td>523</td>
<td>-</td>
<td>7</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>Pot holder</td>
<td>12212</td>
<td>7488</td>
<td>2316</td>
<td>81</td>
<td>13</td>
<td>1</td>
<td>2</td>
<td>0.7</td>
</tr>
<tr>
<td>Hanger</td>
<td>12837</td>
<td>3445</td>
<td>1314</td>
<td>44</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>Lotus</td>
<td>10802</td>
<td>6174</td>
<td>2197</td>
<td>234</td>
<td>25</td>
<td>2</td>
<td>3</td>
<td>1.0</td>
</tr>
<tr>
<td>Dracaena fragrans</td>
<td>1876</td>
<td>3244</td>
<td>1203</td>
<td>269</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>0.2</td>
</tr>
<tr>
<td>Taro plant</td>
<td>5832</td>
<td>6218</td>
<td>2397</td>
<td>239</td>
<td>38</td>
<td>13</td>
<td>3</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 4: Performance statistics measured on an 8-core 3.50GHz Intel Xeon E5-2637 desktop. From left to right, the number of mesh vertices (#verts), the number of tetrahedral elements (#tets), the number of volumetric mesh nodes (#nodes), the number of frames of the captured point cloud data (#frames), tracking time in minutes (track), the number of material control points (#ctrls), the number of iterations of tracking and parameter estimation (#iter), and parameter optimization timing in hours (optimization). For Lotus and Dracaena fragrans, we only modeled a single leaf; while for Taro we modeled the whole plant with three leaves.
We extend this to deal with general soft objects. We also wish to re-derive models with underlying skeletal structures and one would need to control point locations and weights is also an interesting area of future work. James and Twigg [2005] investigated this problem for models with underlying skeletal structures and one would need to extend it to deal with general soft objects. We also wish to re-derive the Reference Shape Jacobian to handle anisotropic materials.
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Appendix: Reference Shape Jacobian

Exact computation of the stiffness matrix $K = \frac{\partial f}{\partial X}$ for co-rotated linear FEM has been described in the literature [Barbić and Zhao 2011; McAdams et al. 2011; Barbić 2012]. The Jacobian of the elastic forces with respect to the undeformed reference shape $\mathbf{K} = \frac{\partial f}{\partial \mathbf{X}}$, however, is quite complicated and not studied before. We therefore detail its derivation in this appendix. All the calculations are performed with respect to each tetrahedral element, but we omit the subscript $-e$ to avoid messy notations. Let

$$\mathbf{X} = [\mathbf{X}_1^T, \mathbf{X}_2^T, \mathbf{X}_3^T, \mathbf{X}_4^T]^T \in \mathbb{R}^{12}$$

be the nodal position of a tetrahedral element in the undeformed shape, and $\mathbf{x} = [x_1, x_2, x_3, x_4]^T \in \mathbb{R}^{12}$ be the nodal position in the deformed shape. The corotational linear model formulates the nodal elastic force $\mathbf{f} = [f_1^T, f_2^T, f_3^T, f_4^T]^T \in \mathbb{R}^{12}$ as

$$\mathbf{f} = V \mathbf{R}^T \mathbf{E} \mathbf{B} (\mathbf{R}^T \mathbf{x} - \mathbf{X}).$$

Here $V$ is the volume of the element, and $\mathbf{E}$ is a constant $6 \times 6$ matrix that corresponds to the material’s elastic parameters. The matrix $\mathbf{R} = \text{diag}(R, R, R, R)$ is a block-diagonal matrix. $R$ is the rigid rotation of the element computed by the polar-decomposition of the deformation gradient $F = \partial \mathbf{x}/\partial \mathbf{X}$, which is just the top-left $3 \times 3$ block of

$$\mathbf{F} = V \mathbf{r} \mathbf{m}^{-1} = V \mathbf{B} \mathbf{m}.$$  

and $\mathbf{B} = \mathbf{V}^{-1}$ are all $4 \times 4$ matrices. The $6 \times 12$ matrix $\mathbf{B}$ only depends on $\mathbf{X}$ and is just a rearrangement of $\mathbf{B}$. Denoting the $(i,j)$th element of $\mathbf{B}$ as $B_{ij}$, we have:

$$\mathbf{B} = \begin{bmatrix} B_{11} & B_{12} & B_{13} & B_{14} \\ 0 & B_{22} & 0 & 0 \\ B_{32} & B_{33} & 0 & 0 \\ 0 & B_{43} & B_{42} & B_{44} \end{bmatrix}.$$ 

$$\mathbf{B}_i = \begin{bmatrix} B_{11} & 0 & 0 & 0 \\ 0 & B_{22} & 0 & 0 \\ B_{32} & B_{33} & 0 & 0 \\ 0 & B_{43} & B_{42} & B_{44} \end{bmatrix}.$$ 

Now we are ready to derive the reference shape jacobian

$$\mathbf{K} = \frac{\partial f}{\partial \mathbf{X}}.$$
The q-th column of $K$, represented by $k_q$, is the derivative with respect to the q-th component of $X$. According to Eq (10), it is actually the i-th component of node $j$, which we denote as $X_{ij}$, with i and j satisfying $q = 3(j-1) + i$, $1 \leq i \leq 3$, $1 \leq j \leq 4$. By applying the chain rule, we have:

$$k_{q(i-1)+i} = \frac{\partial f}{\partial X_{ij}} = V' RB^T E B(Rx - X) + V'R B^T E B(Rx - X) + V'R B^T E B(Rx - X) + V'R B^T E B(Rx - X)$$

Then

$$\frac{\partial F_{kl}}{\partial X_{ij}} = \frac{\partial F_{kl}}{\partial (V_m)_{ij}} (F')_{kl}$$
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