Improved sparse reconstruction for fluorescence molecular tomography with L$_{1/2}$ regularization
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Abstract: Fluorescence molecular tomography (FMT) is a promising imaging technique that allows in vivo visualization of molecular-level events associated with disease progression and treatment response. Accurate and efficient 3D reconstruction algorithms will facilitate the wide-use of FMT in preclinical research. Here, we utilize L$_{1/2}$-norm regularization for improving FMT reconstruction. To efficiently solve the nonconvex L$_{1/2}$-norm penalized problem, we transform it into a weighted L$_1$-norm minimization problem and employ a homotopy-based iterative reweighting algorithm to recover small fluorescent targets. Both simulations on heterogeneous mouse model and in vivo experiments demonstrated that the proposed L$_{1/2}$-norm method outperformed the comparative L$_1$-norm reconstruction methods in terms of location accuracy, spatial resolution and quantitation of fluorescent yield. Furthermore, simulation analysis showed the robustness of the proposed method, under different levels of measurement noise and number of excitation sources.
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1. Introduction

As a promising non-invasive molecular imaging technique, *in vivo* fluorescence molecular tomography (FMT) is an active research topic and exhibits significant potential in many preclinical research, such as monitoring enzyme activity [1], gene expression visualization [2], mapping expressions of cancer markers [3, 4], and monitoring targeted drug delivery [5]. FMT allows for three-dimensional localization and quantification of fluorescence distribution of targets in small animals to resolve biological processes at molecular and cellular levels [6–9]. This takes place through modeling of near infrared (NIR) light propagation in biological tissues with a forward transportation model, and solving an inverse problem for recovering the distribution of fluorophore concentration from boundary measurements.

Mathematically, the inverse problem of FMT is inherently ill-posed due to more unknowns than number of detectors which makes FMT reconstruction subject to the effects of inevitable noise and numerical errors [10]. The strong light absorption and scattering in biological tissues also add to the computational complexity. To obtain meaningful results researchers tend to incorporate some priori information such as anatomical information, optical properties of tissues or permissible region in FMT inverse problem [11, 12]. Moreover, various regularization techniques are essential to produce approximate stable reconstruction result [13]. Conventionally, L2-norm regularization based reconstruction methods are applied to FMT. Although these methods can deal with the ill-posedness of FMT inverse problem, the over-smoothness of L2-norm results in blurred or spread targets with the loss of high-frequency feature in the reconstructed images [14]. Owing to the edge-preserving properties of total variation (TV) norm, TV regularization based reconstruction methods are presented for linear and nonlinear FMT, and the numerical and experimental results therein demonstrate potential of offering higher resolution and robustness compared to conventional L2 regularization [15–17].

Note that fluorescent probes in typical FMT applications are locally concentrated within specific regions of interest (e.g., inside tumors), sparse solutions are more preferred. Although L0-norm is an ideal sparsity regularizer, reconstruction based on L0-norm regularization involves a problem of combinatorial optimization, which makes it inefficient or unfeasible in practical applications. Inspired by the theories of compressive sensing and sparse signal recovery, researchers resort to L1-norm based reconstruction methods and produce better results over L2-norm based methods in scenarios of recovering small localized targets [18–23]. However, solutions of L1-norm methods are still less sparse and inefficient when heavy-tail distribution errors exist in the measurements [24]. Recently, non-convex Lp (0<p<1) norm regularizations have attracted much attention in the field of statistical learning and compressive sensing due to the ability of enhancing sparsity [25, 26]. Compared to Lq (1≤q≤2) norm, Lq (0<p<1) pseudo norm, as p→0 will be a better approximation to L0 norm. Consequently, reconstruction methods with non-convex regularization are introduced into time-domain diffuse optical tomography (DOT) [27], bioluminescence tomography (BLT) [28], and time-domain FMT [10], providing improved reconstructions over L1-norm methods. Nonconvex regularizations for FMT are also investigated with numerical simulations and phantom experiments, where a majorization–minimization algorithm is adopted in the iterative reconstruction process in [29, 30]. Comparison studies in [30] further show nonconvex Lp methods with p near 1/2 performs the best in reconstructing small targets, which is consistent with the conclusion in [31], i.e., L1/2 regularizer is a good representative of Lp (0<p<1) regularizers.

In this paper, we adopted an L1/2-norm regularization framework for FMT to recover the distribution of small fluorescent targets. To solve the nonconvex optimization problem introduced by L1/2 regularizer, we convert it into a series of weighted L1-norm optimization problem and iteratively solve it by a homotopy-based algorithm. The performance of the
proposed method in FMT reconstruction was validated with simulated data and in vivo experimental data.

Method

2.1 Photon propagation model

In the NIR spectrum of 700-900 nm, diffusion equation is usually used for depicting photon propagation model in highly scattering media [32, 33]. For steady-state FMT with point excitation sources, the following coupled diffusion equations have been extensively used for forward model [33–35]:

\[
\begin{align*}
\nabla \cdot (D_x(r) \nabla \Phi_x(r)) - \mu_{am}(r) \Phi_x(r) &= -\Theta_s \delta(r - r_l), \\
\nabla \cdot (D_m(r) \nabla \Phi_m(r)) - \mu_{sm}(r) \Phi_m(r) &= -\Phi_x(r) \eta \mu_d(r), \quad r \in \Omega
\end{align*}
\]

where \( \Phi_{x,m} \) denotes the photon flux density, and subscripts \( x \) and \( m \) denote the excitation and emission light, respectively. \( D_{x,m} \) is the diffusion coefficient in biological tissues, with \( \mu_{am} \) being the absorption coefficient, \( g \) the anisotropy parameter, and \( \mu_{sm} \) the scattering coefficient. \( \eta \mu_d(r) \) denotes the unknown fluorescent yield distribution to be reconstructed. \( r_l \) represents the location of the point sources with an amplitude of \( \Theta_s \). To solve these equations, the Robin-type boundary conditions are adopted on the boundary \( \partial \Omega \) of the domain \( \Omega \) [34]. By solving the diffusion equation with the finite element method, we can obtain a linear model:

\[
AX = \Phi
\]

where \( X \) is an \( N \times 1 \) vector representing the unknown fluorescent source distribution, \( \Phi \) is an \( M \times 1 \) vector which contains the boundary measurements, and \( A \) is an \( M \times N \) weight matrix, that depends on the geometry and the optical properties of the turbid medium.

2.2 The framework of L1/2-norm regularization

As mentioned above, a proper regularization is inevitable to deal with the high ill-posedness of FMT. With \( L_p \)-norm regularization, an approximate solution to Eq. (2) can be obtained by solving the following minimization problem:

\[
\min_{\lambda} \left( \frac{1}{2} \left\| AX - \Phi \right\|_2^2 + \lambda \left\| X \right\|_{L}^{p} \right)
\]

where \( \lambda \) is the regularization parameter and \( \left\| X \right\|_{L}^{p} \) is the \( L_p \)-norm of the solution \( X \).

By substituting \( p \) with \( 1/2 \), we get an objective function with \( L_{1/2} \)-norm penalty term,

\[
\min_{\lambda} \left( \frac{1}{2} \left\| AX - \Phi \right\|_2^2 + \lambda \sum_{i=1}^{n} \left| x_i \right|^{1/2} \right)
\]

and \( \sum_{i=1}^{n} \left| x_i \right|^{1/2} = \sum_{i=1}^{n} (1/ \sqrt{|x_i|}) |x_i| \), where \( |x_i| \) denotes the absolute value of \( x_i \). So Eq. (4) was converted into the following form:

\[
\min_{\lambda} \left( \frac{1}{2} \left\| AX - \Phi \right\|_2^2 + \lambda \sum_{i=1}^{n} (1/ \sqrt{|x_i|}) |x_i| \right)
\]
Due to the non-convexity introduced by $L_{1/2}$-norm regularizer, it is difficult to solve Eq. (5) directly and efficiently. However, we can approximately transform Eq. (5) into a weighted $L_1$ minimization problem and solved it iteratively. Let $w_i = \frac{\lambda}{\sqrt{|i|}}$, we get

$$X^{t+1} = \arg \min_x \left\{ \frac{1}{2} \|AX - \Phi\|_F^2 + \sum_i w_i \|x_i\| \right\}$$  \hspace{1cm} (6)

where $w_i > 0$ denotes the weight at index $i$, and $x'$ denotes the estimated signal in last iteration. To guarantee the feasibility, we used $w_i = \frac{\lambda}{\sqrt{|i|} + \kappa}$ for weights calculation, here $\kappa$ is a small positive real number (e.g. $\kappa = 1e-5$ used in our implementation). Thus, by iterative reweighting, i.e. re-compute weights at every iteration using the solution at the previous iteration, we can successfully convert the non-convex $L_{1/2}$-norm minimization problem into a series of weighted $L_1$ minimization problem, which can be solved by efficient $L_1$ minimization algorithms. Here, we adopted a homotopy-based algorithm for iterative reweighting that quickly updates the solution of Eq. (6) as the weights change and iteratively recover the unknown fluorescent distribution.

Suppose that the weights update from $w_i$ to $w_{i+1}$ at the $(t+1)$ th iteration. To incorporate changes in the weight and quickly compute the new solution of $X$, we propose the following homotopy program:

$$\min_X \left\{ \frac{1}{2} \|AX - \Phi\|_F^2 + \sum_i ((1-\varepsilon)w_i + \varepsilon w_{i+1}) \|x_i\| \right\}$$  \hspace{1cm} (7)

where $\varepsilon$ denotes the homotopy parameter. Obviously, by changing $\varepsilon$ from 0 to 1, we can phase in the new weights and phase out the old ones. According to optimal theory, for any value of $\varepsilon$, the solution $X'$ must satisfy the following optimality conditions [36]:

$$a_i^T (AX' - \Phi) = (1-\varepsilon)w_i + \varepsilon w_{i+1}, \text{ for all } i \in \Gamma \tag{8.a}$$

$$\left| a_i^T (AX' - \Phi) \right| < (1-\varepsilon)w_i + \varepsilon w_{i+1}, \text{ for all } i \in \Gamma^c \tag{8.b}$$

where $\Gamma$ denotes the support of $X'$, $z$ denotes the sign sequence of $X'$ of $\Gamma$, and $a_i$ denotes $i$ th column of $A$. According to optimal theory, as we change $\varepsilon$ to $\varepsilon + \delta$, for a small value of $\delta$, the solution moves in a direction $\delta X$ and the optimality conditions change as [36]:

$$A_i^T (AX' - \Phi) + \delta A_i^T A\delta X = -(1-\varepsilon)W_i + \varepsilon W_{i+1} z + \delta(W_i - W_{i+1})z, \tag{9.a}$$

$$\left| a_i^T (AX' - \Phi) + \delta a_i^T A\delta x \right| \leq (1-\varepsilon)w_i + \varepsilon w_{i+1} + \delta(w_i + w_{i+1}) \tag{9.b}$$

where $w_i$ and $w_{i+1}$ denote $|\Gamma| \times |\Gamma|$ diagonal matrices with their diagonal entries being the values of $w_i$ and $w_{i+1}$ on $|\Gamma|$ respectively.

With the change of $\varepsilon$, by the new optimality conditions Eq. (9.a) the update direction of $X$ can be written as:
As we increase $\delta$, the solution moves in the direction $\partial X$ until either a new element enters the support of the solution (when a constraint in Eq. (9.b) becomes active), or an existing element shrinks to zero. The step size that takes the solution to such a critical value of $\epsilon$ can be computed as $\delta^+ = \min(\delta^+, \delta^-)$ where:

$$\delta^+ = \min\left( \frac{q_i - p_i}{s_i + d_i}, \frac{-q_i - p_i}{s_i + d_i} \right), \quad \delta^- = \min\left( -\frac{X^*}{\partial x_i} \right).$$

$\delta^+$ denotes the smallest step-size that causes a constraint in Eq. (9.b) to become active, indicating entry of a new element at index $\gamma^+$ in the support, whereas $\delta^-$ denotes the smallest step-size that shrinks an existing element at index $\gamma^-$ to zero.

The new critical value of $\epsilon$ becomes $\epsilon + \delta^+$, the $X^+$ becomes $X^+ + \delta^+ \partial X$, where its support and sign sequence are updated accordingly. At every homotopy step, we jump from one critical value of $\epsilon$ to the next while updating the support of the solution, until $\epsilon = 1$.

In our implementation, we set the initial solution as $X^0 = (1, \ldots, 1)$, which means the solution of the first iteration corresponds to a solution of L1-norm minimization. The iterative reconstruction algorithm stops when the number of iteration reaches a given value $k$.

### 3. Experiments and results

In this section, both simulated data on a 3D digital mouse model and in vivo experimental data acquired by a dual-modality FMT/Micro-CT system were used to validate the potential and feasibility of the proposed iterative reweighted homotopy based L1/2-norm regularization algorithm, which we will call IRW-L1/2. Several metrics were used to evaluate the quality of the reconstructed results, i.e. the location error (LE), quantification error (QE), and the percentage of non-zero coefficient (PNZ). LE is the Euclidean distance between the center of the reconstructed and the actual target. QE is defined as the relative error between the reconstructed fluorescent yield (RFY) and the true value. PNZ is the percentage of non-zero components in the vector of solution, which can be regarded as a metric of sparse degree of the solution.

A series of verification experiments were designed in section 3. First, a single-target reconstruction was performed to verify the reconstruction accuracy of our method in target location and fluorescent yield. Then, the influence of target depth and relative position of the excitation nodes on the performance of reconstruction algorithms was thoroughly investigated by a comparative study in section 3.2. In section 3.3, we analyzed the robustness and stability of the proposed algorithm over noise or reduction of excitation sources. The multiple-target resolving ability of the proposed method was also evaluated with double-target experiments in section 3.4. Finally, an in vivo experiment was conducted to further test our method. The reconstruction code written in MATLAB was performed on our desktop computer (Intel® Xeon® Processor E3-1230). In our implementation, the regularization parameters for all the tested L1/2-norm and L1-norm methods were selected empirically, ranging from $1e-9$ to $1e-14$. The maximum iteration number $k = 50$.

#### 3.1 Single-target reconstruction on 3D digital mouse atlas

In the numerical simulations, a 3D digital mouse atlas was utilized to provide anatomical information [38]. Only the torso with a height of 40mm was investigated in our experiments, which consisted of six organs, i.e., muscle, heart, liver, stomach, kidneys and lungs. Table 1 lists the related optical properties [39].

A cylindrical fluorescent target with a 0.8mm radius and 1.6mm height was placed in the liver with center at $P_0 = (11.9, 6.4, 16.4)$mm, as shown in Fig. 1(a). The fluorescent yield of
the target was set to be 0.05 mm\(^{-1}\). Figure 1(c) shows the distribution of the 18 point sources used in this simulation. The black dots represent positions of the point excitation sources, which were located one transport mean free path beneath the surface on the plane of \(Z = 16.4\) mm. For each excitation source, the surface data on the opposite side with a 120° field of view (FOV) were measurable. Measurements were obtained every 20° and a total of 18 data sets were assembled for the reconstruction of the fluorescent yield. For the forward calculation, the torso was discretized into a FEM mesh with 19278 nodes and 101329 tetrahedral elements. Figure 1(b) shows the simulated measurements on the surface. For the inverse problem, a different mesh with 3051 nodes and 16453 tetrahedral elements was used for FMT reconstruction.

Table 1. Optical parameters for the mouse organs

<table>
<thead>
<tr>
<th>Material</th>
<th>(\mu_a) (mm(^{-1}))</th>
<th>(\mu_s) (mm(^{-1}))</th>
<th>(\mu_a) (mm(^{-1}))</th>
<th>(\mu_s) (mm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muscle</td>
<td>0.0052</td>
<td>1.08</td>
<td>0.0068</td>
<td>1.03</td>
</tr>
<tr>
<td>Heart</td>
<td>0.0083</td>
<td>1.01</td>
<td>0.0104</td>
<td>0.99</td>
</tr>
<tr>
<td>Lungs</td>
<td>0.0133</td>
<td>1.97</td>
<td>0.0203</td>
<td>1.95</td>
</tr>
<tr>
<td>Liver</td>
<td>0.0329</td>
<td>0.70</td>
<td>0.0176</td>
<td>0.65</td>
</tr>
<tr>
<td>Kidneys</td>
<td>0.0660</td>
<td>2.25</td>
<td>0.0380</td>
<td>2.20</td>
</tr>
<tr>
<td>Stomach</td>
<td>0.0114</td>
<td>1.74</td>
<td>0.0070</td>
<td>1.36</td>
</tr>
</tbody>
</table>

We thoroughly compared six methods in single-target reconstruction, including the proposed IRW-L\(_{1/2}\), L\(_1\)-norm based homotopy algorithm (Homotopy-L\(_1\)), the incomplete variables truncated conjugate gradient algorithm (IVTCG) [23], TV-norm based two-step iterative shrinkage algorithm [40], L\(_2\)-norm based Tikhonov regularization, and the algebraic reconstruction technique (ART) [41]. Figure 2 shows the cross-section views and 3D renderings of the reconstruction by six methods. Table 2 summarizes the detailed results. Compared to the other four methods, the reconstructed images by IRW-L\(_{1/2}\) and Homotopy-L\(_1\) have fewer artifacts by visual assessment, and the corresponding location errors are lower. Furthermore, we found that the PNZ corresponding to IRW-L\(_{1/2}\) is the lowest, which means the solution by our proposed method is the sparsest. As for the reconstructed fluorescent yield, the L\(_{1/2}\)-norm method outperforms other methods. In general, the proposed IRW-L\(_{1/2}\) method produced the best overall result in terms of LE, QE and PNZ in this case. It is worth mentioning that we did not combine any auxiliary strategy, such as permissible regions or multilevel FEM, with the six methods to improve reconstruction.
Fig. 2. Reconstruction results in single-target case. (a) Cross-section views of the reconstructions by six comparative methods at the axial slice where the center of the real fluorescent target (denoted by the small black circle) is located; (b) 3D renderings of the results. The red cylinder is the real target while the green zone denotes the reconstructed target.

Table 2. Quantitative results in single-target experiment (Best results are in bold)

<table>
<thead>
<tr>
<th>Method</th>
<th>True Center (mm)</th>
<th>Reconstructed Center (mm)</th>
<th>LE (mm)</th>
<th>RFY (mm$^{-1}$)</th>
<th>QE (%)</th>
<th>PNZ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRW-L1/2</td>
<td>(11.9,6.4,16.4)</td>
<td>(11.6,6.5,16.8)</td>
<td>0.54</td>
<td>0.038</td>
<td>24</td>
<td>1.21</td>
</tr>
<tr>
<td>Homotopy-L1</td>
<td>(11.9,6.4,16.4)</td>
<td>(11.9,6.8,15.7)</td>
<td>0.81</td>
<td>0.026</td>
<td>48</td>
<td>1.32</td>
</tr>
<tr>
<td>IVTCG</td>
<td>(11.9,6.4,16.4)</td>
<td>(12.1,6.7,14.8)</td>
<td>1.67</td>
<td>0.004</td>
<td>89</td>
<td>3.25</td>
</tr>
<tr>
<td>TV</td>
<td>(11.9,6.4,16.4)</td>
<td>(10.6,6.4,15.0)</td>
<td>1.92</td>
<td>0.004</td>
<td>89</td>
<td>4.01</td>
</tr>
<tr>
<td>L2</td>
<td>(11.9,6.4,16.4)</td>
<td>(13.2,5.0,15.6)</td>
<td>2.11</td>
<td>0.004</td>
<td>89</td>
<td>8.54</td>
</tr>
<tr>
<td>ART</td>
<td>(11.9,6.4,16.4)</td>
<td>(10.4,5.8,16.1)</td>
<td>1.69</td>
<td>0.001</td>
<td>98</td>
<td>14.23</td>
</tr>
</tbody>
</table>
3.2 Influence of depth and relative position of the excitation nodes on algorithm performance

We also investigated the variation of reconstruction accuracy with target depth and relative position of the excitation node. As shown in Fig. 3, the following cases were considered: (a) keep the excitation sources fixed and move the single-target along Y-axis direction from P0 to different positions P1, P2, P3, and P4; (b) Fix the target position at P3 and move the excitation sources from plane of Z0 to planes of Z1, Z2 and Z3.

![Fig. 3. Illustration for simulation settings. (a) shows the tested target positions, where P1, P2, P3, and P4 correspond to Y = 8.4, 10.4, 12.4 and 14.4 mm, respectively. (b) shows different positions of excited nodes, where Z0 = 16.4 mm, Z1 = 12.4 mm, Z2 = 20.4 mm and Z3 = 24.4 mm.](image)

We employed the above six methods to reconstruct the single-target at four different positions in case (a) and displayed the comparison results with 3 histograms. As shown in Fig. 4(a) and Fig. 4(b), IRW-L1/2 produced the lowest location error and highest fluorescent yield in all of the test situations. We see the location error by IRW-L1/2 method is within 0.65 mm at different positions. It indicates the location accuracy by IRW-L1/2 method varies slightly with target depth. Here, we also calculated the value of full width at half maximum (FWHM) to measure the retrieved spatial resolution, as shown in Fig. 4(c). We found that results corresponding to IRW-L1/2 and Homotopy-L1 have lower FWHM, which means they produce improved spatial resolution over the other methods.

![Figure 5 compared the results of the six algorithms for reconstructing the single-target at P3 with the excitation sources located at different planes. We found that the relative position of excitation nodes to target has more influence on the retrieved fluorescent yield and location accuracy than on FWHM. We see an obvious increase of LE from 0.1 mm to 0.91 mm when the excitation sources moved from plane of Z0 to planes of Z1, Z2 and Z3. However, the overall comparative results in Fig. 4 and Fig. 5 reveal that IRW-L1/2 performs best and Homotopy-L1 takes the second place in most of the test cases. Therefore, only IRW-L1/2 and Homotopy-L1 are considered in the following simulations.](image)

3.3 Stability analysis

To evaluate the robustness and stability of the proposed reconstruction algorithm, we took into consideration the influence of noise and the number of excitation sources on FMT reconstruction in this section.

Generally speaking, the quality of FMT reconstruction is sensitive to noise in measurements due to the ill-posedness of inverse problem. By adding different levels (0%–30%) of Gaussian noise to the simulated data, we investigated the performance of the proposed IRW-L1/2 reconstruction algorithm on noisy data. Figure 6 illustrates variations of LE and the absolute error in the reconstructed fluorescent yield at different noise levels. Although both the results of Homotopy-L1 and IRW-L1/2 algorithm suffer from some degree of fluctuation, the performance of IRW-L1/2 is more stable than L1-norm with the increase of...
noise level. Especially, the LE by IRW-L₁/₂ in all of the testing cases is within 0.7mm, which is smaller than that of Homotopy-L₁.

Fig. 4. Comparison results for reconstruction single-target at different depths, in terms of (a) location error, (b) fluorescent yield, and (c) full width at half maximum.

On the other side, reduction in measurements that result from decreasing excitation sources will also aggravate the ill-posed inverse problem and thus affect the reconstruction. In section 3.1 and 3.2, excitation nodes were obtained every 20° and a total of 18 data sets were assembled for the subsequent reconstruction process. In this section, by gradually and uniformly reducing excitation nodes from 18 to 1, we investigated the dependence of the reconstruction accuracy on the number of excitation sources. The illustration in Fig. 7 shows the comparison results. Obviously, the fluctuation caused by the reduction of excitation nodes looks bigger than by noise in measurements, especially for L₁-norm method. However, IRW-L₁/₂ is less sensitive to reduction of measurements and outperforms Homotopy-L₁. Even in the case of only one excited node, our method still produces a satisfactory result with a LE of 0.81mm. In contrast, when the excitation node number goes smaller than 6, performance of Homotopy-L₁ deteriorates rapidly, with location deviation more than 1mm.

The stability analysis in this section demonstrates that the performance of the proposed reconstruction algorithm IRW-L₁/₂ is superior to Homotopy-L₁. As shown in Fig. 6 and Fig. 7,
the proposed method produced very stable results from noisy or limited measurements with high location accuracy within 0.81 mm.

Fig. 5. Comparison result for reconstruction a single-target with the excitation sources located at different planes, in terms of (a) location error, (b) fluorescent yield, and (c) full width at half maximum.
3.4 Reconstruction of double-target

Accurate resolving multiple targets is difficult and crucial for FMT reconstruction algorithms. In this section, we evaluate the multiple-target resolving ability of the proposed algorithm with two groups of double-target experiments on the same mouse model in section 3.1.

In the first group test, two identical targets were placed at T1 = (11.8, 6.4, 16.4mm) and T2 = (11.8, 10.9, 16.4mm), respectively, with a center-to-center separation of 4.5mm, as shown in Fig. 8(d). The size of the targets is same as that in single-target case. Figure 8(a) illustrates the simulated photon distribution on the forward mesh. For reconstruction, the mouse model was discretized into a FEM mesh with 3960 nodes and 21539 tetrahedral elements. Figure 8 presents the related results by the two reconstruction algorithms. It is clear that the solution of IRW-L1/2 is concentrated in two localized regions and with two targets clearly separated, as depicted in Fig. 8(b) and Fig. 8(e). The detailed comparison results in Table 3 demonstrate that IRW-L1/2 outperform the Homotopy-L1 in terms of all of the metrics. Meanwhile, the reconstructed two targets are very similar in size and fluorescence yield, and the location errors for two targets are 0.78 and 1.02mm, respectively. In contrast, although two targets could be resolved by Homotopy-L1, the related result has larger deviation in target positions and fluorescence yield.

<table>
<thead>
<tr>
<th>Method</th>
<th>Fluorescent Target</th>
<th>Actual Center (mm)</th>
<th>Reconstructed Center (mm)</th>
<th>LE (mm)</th>
<th>RFY (mm⁻¹)</th>
<th>QE (%)</th>
<th>PNZ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRW-L1/2</td>
<td>T1</td>
<td>(11.8, 6.4, 16.4)</td>
<td>(11.3, 6.3, 15.8)</td>
<td>0.78</td>
<td>0.031</td>
<td>38</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td>T2</td>
<td>(11.8, 10.9, 16.4)</td>
<td>(11.7, 10.1, 15.8)</td>
<td>1.02</td>
<td>0.032</td>
<td>36</td>
<td>1.59</td>
</tr>
<tr>
<td>Homotopy-L1</td>
<td>T1</td>
<td>(11.8, 6.4, 16.4)</td>
<td>(12.5, 7.6, 16.2)</td>
<td>1.56</td>
<td>0.021</td>
<td>59</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td>T2</td>
<td>(11.8, 10.9, 16.4)</td>
<td>(11.0, 13.2, 16.0)</td>
<td>2.54</td>
<td>0.010</td>
<td>80</td>
<td>1.72</td>
</tr>
</tbody>
</table>
In the second group test, we considered a more challenging situation, i.e. two closer targets were placed in the liver at $T_1 = (11.8, 10.8, 16.4 \text{mm})$ and $T_2 = (11.8, 13.8, 16.4 \text{mm})$, respectively. The distance between two targets is 3mm, as shown in Fig. 9(d). Considering that the radius of the targets is 0.8mm, the actual boundary-to-boundary distance between $T_1$ and $T_2$ is only 1.4mm. In this case, $T_2$ is a position close to back, the simulated photon distribution on the surface is quite different from that in the above case (separation of 4.5mm), as shown in Fig. 8(a) and Fig. 9(a). For inverse calculation, the digital mouse model was discretized into a mesh with 5951 nodes and 29671 tetrahedral elements. The final reconstruction by the IRW-$L_{1/2}$ is shown in Fig. 9(b) and Fig. 9(e). For comparison, Fig. 9(c) and Fig. 9(f) present the result by Homotopy-$L_1$. Table 4 summarizes the detailed quantitative results in the second group test. As we can see in Fig. 9, our method successfully recover two targets, while Homotopy-$L_1$ fail to discriminate such close two targets. It means that IRW-$L_{1/2}$ provides better spatial discrimination than Homotopy-$L_1$.

![Reconstruction results of two comparative methods for double targets with 4.5mm separation. Subfigure (a) shows the forward mesh and the photon distribution; (d) shows the digital mouse model with two targets with 4.5mm separation; (b) and (e) correspond to the results of IRW-$L_{1/2}$; (c) and (f) present the results of Homotopy-$L_1$; (b) and (c) correspond to the transverse view at the plane of $z = 16.4 \text{mm}$, where the small black circle denotes the true source; (e) and (f) are the corresponding 3D view, where the red cylinder denotes the true target while the green zone is the reconstructed target.](image-url)
Fig. 9. Reconstruction results of two comparative methods for double fluorescent targets with 3mm separation. Subfigure (a) shows the forward mesh and the photon distribution; (d) shows the digital mouse model with two targets with 3mm separation; (b) and (e) correspond to the results of IRW-L_{1/2}; (c) and (f) present the results of Homotopy-L_{1}. (b) and (c) correspond to the transverse view at the plane of $z=16.4$mm, where the small black circle denotes the actual source; (e) and (f) illustrate the 3D view of the reconstruction, where the red cylinder denotes the true target while the green zone is the reconstructed target.

Table 4. Quantitative results for reconstruction of two targets with 3mm separation

<table>
<thead>
<tr>
<th>Method</th>
<th>Fluorescent Target</th>
<th>Actual Center (mm)</th>
<th>Reconstructed Center (mm)</th>
<th>LE (mm)</th>
<th>RFY (mm$^{-1}$)</th>
<th>QE (%)</th>
<th>PNZ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRW-L_{1/2}</td>
<td>T1 (11.8,10.8,16.4)</td>
<td>(11.4,11.5,15.6)</td>
<td>1.12</td>
<td>0.033</td>
<td>34</td>
<td>1.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T2 (11.8,13.8,16.4)</td>
<td>(11.8,14.6,15.6)</td>
<td>1.12</td>
<td>0.044</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homotopy-L_{1}</td>
<td>T1 (11.8,10.8,16.4)</td>
<td>(11.8,12.8,15.6)</td>
<td>2.32</td>
<td>0.022</td>
<td>56</td>
<td>2.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T2 (11.8,13.8,16.4)</td>
<td>(12.6,13.7,17.0)</td>
<td>0.99</td>
<td>0.046</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is worth explaining the reconstructed center in Table 3 and Table 4. For better evaluation the location accuracy of reconstruction algorithm, we need to resolve the individual center of targets. In single-target case, we took the nodes with maximum value as the center position of the target. Nevertheless, we cannot deal with the solution in this direct way in double-target cases. To resolve the solution, the nodes with value bigger than 10% of the maximum reconstructed value were chosen, and then two clusters were constructed according to the coordinates of these nodes (using a MATLAB function `clusterdata`). For each cluster, we took the nodes with the maximum reconstructed value as one reconstructed center.

3.5 In vivo evaluation with implanted fluorophore

In this section, we further assess the performance of the proposed algorithm with in vivo experimental data, which come from [23]. The in vivo experiment was conducted on an adult BALB/C mouse with a dual-modality FMT/Micro-CT system. In this experiment, a glass tube with 0.6 mm radius and 2.8 mm height, which contains Cy5.5 solution (with the extinction coefficient of about 0.019mm$^{-1}$µM$^{-1}$ and quantum efficiency of 0.23 at the peak excitation wavelength of 671 nm) [42], was implanted into the abdomen of the anesthetized mouse. The true fluorescent yield of Cy5.5 is 0.0402mm$^{-1}$ [43]. With Micro-CT, the true center of the target was determined as (28.5, 25.7, 13.4)mm. The CT data was segmented into five major anatomical components, including heart, lungs, liver, kidneys, and muscle, as shown in Fig.
10(e). Table 5 lists the optical properties at both the excitation and emission wavelengths, which were calculated based on the literature [44]. Figure 10(a) shows the measurements mapped onto the 3D surface of the mouse torso. For subsequent reconstruction, the segmented mouse torso was discretized into a mesh with 18,504 tetrahedral elements and 3823 nodes.

Table 5. Optical parameters of the mouse organs at 670 and 710 nm

<table>
<thead>
<tr>
<th>Material</th>
<th>670mm</th>
<th>710mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\mu (\text{mm}^{-1}))</td>
<td>(\mu (\text{mm}^{-1}))</td>
</tr>
<tr>
<td>Muscle</td>
<td>0.075</td>
<td>0.412</td>
</tr>
<tr>
<td>Heart</td>
<td>0.051</td>
<td>0.944</td>
</tr>
<tr>
<td>Lungs</td>
<td>0.170</td>
<td>2.157</td>
</tr>
<tr>
<td>Liver</td>
<td>0.304</td>
<td>0.668</td>
</tr>
<tr>
<td>Kidneys</td>
<td>0.058</td>
<td>2.204</td>
</tr>
</tbody>
</table>

The IVTCG algorithm was used in [23] to reconstruct the implanted fluorophore, which is also an L1-norm based reconstruction method. Table 6 presents detailed reconstruction results by IRW-L1/2, Homotopy-L1 and IVTCG. Figure 10 shows the experimental setting, forward photon distribution on surface and the corresponding reconstruction results in cross-section views and 3D views, where the color bar of RFY is normalized. To illustrate the reconstruction accuracy, we plot the transverse views of the IRW-L1/2 result in Fig. 11 and compared them with the corresponding CT slices. As we can see in Fig. 10 and Table 6, two L1-norm algorithms (Homotopy-L1 and IVTCG) produce very similar results with a deviation of 1.73mm, while the proposed IRW-L1/2 algorithm obtain better reconstruction with a deviation of 1.30mm. Due to the PNZ of IRW-L1/2 is 0.22%, which is smaller that of L1-norm methods, the spatial distribution in Fig. 10(f) looks closer to the true target than that in Fig. 10(g) and Fig. 10(h). Detailed comparisons are summarized in Table 6. In general, compared to Homotopy-L1 and IVTCG, our IRW-L1/2 algorithm produced more confined solution with smaller LE, clean background and higher RFY.

![Fig. 10. Reconstructed results of in vivo experiment on BALB/C mouse with implanted fluorophore. (a) shows the forward mesh and the measurements mapped on surface, (e) shows the segmented torso with implanted fluorophore in a glass tube; (b) and (f) are the results of IRW-L1/2; (c) and (g) are the results of Homotopy-L1; (d) and (e) are the results of IVTCG. Subfigures (b), (c) and (d) correspond to the cross-section views, where the small black circle denotes the true source; (f), (g) and (h) are the corresponding 3D view, where the red cylinder is the true target while the green zone denotes the reconstructed one.](#234854 - $15.00 USD)
Table 6. Quantitative results of in vivo experiment

<table>
<thead>
<tr>
<th>Method</th>
<th>True Center (mm)</th>
<th>Reconstructed Center (mm)</th>
<th>LE (mm)</th>
<th>RFY (mm⁻¹)</th>
<th>QE (%)</th>
<th>PNZ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRW-L₁/₂</td>
<td>(28.5, 25.7, 13.4)</td>
<td>(29.6, 25.3, 13.9)</td>
<td>1.30</td>
<td>0.021</td>
<td>47.5%</td>
<td>0.22</td>
</tr>
<tr>
<td>Homotopy-L₁</td>
<td>(28.5, 25.7, 13.4)</td>
<td>(28.3, 27.4, 12.9)</td>
<td>1.73</td>
<td>0.016</td>
<td>59.7%</td>
<td>0.55</td>
</tr>
<tr>
<td>IVTCG</td>
<td>(28.5, 25.7, 13.4)</td>
<td>(28.3, 27.4, 12.9)</td>
<td>1.73</td>
<td>0.014</td>
<td>64.9%</td>
<td>0.69</td>
</tr>
</tbody>
</table>

4. Discussion and conclusion

To accurately recover small fluorescent targets, we combined L₁/₂-norm regularization in FMT reconstruction. By iterative reweighting, we transformed the nonconvex L₁/₂-norm problem into a series of weighted L₁-norm minimization problems and efficiently solved them with a homotopy-based algorithm IRW-L₁/₂. We demonstrated the performance of IRW-L₁/₂ in FMT with simulated data on a heterogeneous mouse model and in vivo experimental data acquired by a dual-modality FMT/Micro-CT system. By thorough comparison study on single-target reconstruction, we show the proposed IRW-L₁/₂ algorithm outperformed several typical reconstruction algorithm based on L₁-norm, L₂-norm, TV-norm and ART. The reconstruction results of IRW-L₁/₂ also revealed the sparsity-enhancing ability of L₁/₂-norm regularization, which is proved to be useful in resolving multiple targets and improving reconstruction quality and spatial resolution. Double-target simulations results in section 3.4 show that IRW-L₁/₂ successfully recovered two targets with 3mm separation, while Homotopy-L₁ algorithm produced inferior results in this challenging situation.

![Fig. 11. Transverse views of the result by IRW-L₁/₂ and the comparison with the corresponding CT slices. The area surrounded by the green lines denotes the true target determined by CT.](image)

The stability of IRW-L₁/₂ over noise and reduction of excitation nodes was also analyzed with simulations. When the noise level in measurement gradually increased, we observed the location accuracy of the proposed algorithm kept steadily and the reconstructed fluorescent yield slightly fluctuated. In addition, although the reduction of and rec excitation nodes aggravated the ill-posedness of FMT reconstruction, the performance of IRW-L₁/₂ was still satisfactory. Even in the extreme case where only one excited node was used, the proposed method still successfully recovered the target with a deviation of 0.81mm, which exhibited potential of IRW-L₁/₂ in FMT reconstruction with one view measurements.

Although the reconstructed fluorescent yield of our algorithm was generally larger than that of the comparative algorithms, it was still smaller than the true value. New strategies that can further improve fluorescent yield will be our future concern.

In conclusion, both numerical simulations and in vivo experiment validated the feasibility and efficiency of L₁/₂-norm regularization and IRW-L₁/₂ algorithm in FMT reconstruction.
Comparative studies between IRW-L_{1/2} algorithm and L_1-norm algorithms demonstrated that IRW-L_{1/2} is an alternative method to improve FMT reconstruction quality.
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