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For hiding messages into multiple least significant bit (MLSB) planes, a new weighted stego-image (WS) steganalysis method is proposed to estimate the ratio of messages hidden into each bit plane. First, a new WS with multiple weights is constructed, and it is proved that when the squared Euclidean distance between the WS and the cover image is minimal, the weight parameters are equal to the embedding ratios in MLSB planes. Afterward, based on this result and an estimation of cover image, a simple estimation equation is derived to estimate the embedding ratio in each bit plane. Experimental results show that the new steganalysis method performs more stably with the change of embedding ratios than typical structural steganalysis, and outperforms the typical structural steganalysis method on the estimation accuracy when the embedding ratio in any bit plane is larger than 0.4.
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1. INTRODUCTION

Steganography is the art of hiding the very presence of communication by embedding secret messages into innocuous looking covers, such as digital images [1]. As an increasing amount of data stored on computers and transmitted over networks, steganography has been one of the key technologies of multimedia information security [2, 3]. Simultaneously, steganography also has a number of nefarious applications, such as hiding records of illegal activity, financial fraud, industrial espionage and communication amongst members of criminal or terrorist organizations [4]. These may cause tremendous socio-economic impact on individuals, enterprises and even countries; thus steganography has been a serious challenge to the digital forensics. Therefore, steganalysis (which is the opposite technology of steganography) has attracted great attentions and been one of the key technologies of digital forensics.

Technically, steganography is considered broken when the mere presence of secret message can be established [1]. However, the digital forensics investigators can use the steganalysis technologies not only to detect the hidden records of illegal activities and the secret communication amongst members of criminal or terrorist organizations, but also to estimate the length of secret message or the modification ratio of the cover signal [5]. The estimation of the secret message’s length or the modification ratio can not only be used to distinguish the stego objects, but also help in the estimation of stego positions and the search of stego key [6–8]. Steganalysis that can estimate the length of the secret message or the modification ratio of the signal samples is called as quantitative steganalysis [5].

Nowadays, amongst numerous steganography methods, replacement of bit planes is a category of important steganography methods because of its simple implementation. The widespread availability of steganography tools developed based on these methods has led to an increased interest in steganalysis techniques for them. For the replacement of LSB (least significant bit) plane, many relevant quantitative steganalysis methods have been designed, such as RS (regular and singular groups) method [9], DIH (difference image histogram) method [10], SPA (sample pair analysis) method [11], WS (weighted stego-image) method [12] and some improved variant [13–15] of these steganalysis methods. But all of above were just designed for LSB replacement specifically; it cannot be expected that they can give correct answers for the size of payload in LSB plane when embedding is also carried...
out in the other-LSB planes ([16] has given the reason for two least significant bits (2LSB) embedding). Some relevant works have reported that secret message can not only be embedded into LSB plane, but also be embedded into multiple least significant bit (MLSB) planes in [17, 18].

For the replacement of MLSB planes, there have been some steganalysis methods proposed for two distinct MLSB steganography paradigms—TMLSB steganography (‘T’ means this embedding paradigm is typical) and IMLSB steganography (‘I’ means the messages are embedded into each bit plane independently), which embed equal ratio of message bits into MLSB planes. And these steganalysis methods for MLSB steganography can mainly be classified as two categories: structural steganalysis [16, 19–21] and WS steganalysis [22–24]. However, the embedders likely embed message into different bit planes with different ratios independently, and this category of MLSB steganography is called as ID-MLSB steganography (where ‘ID’ denotes that the message lengths may be embedded into different bit planes independently with different ratios). Furthermore, some other steganography methods can be classified into the ID-MLSB steganography, such as the adaptive steganography in [18]. Therefore, the quantitative steganalysis of ID-MLSB steganography should be very important to the forensics steganalysis. For this category of MLSB steganography, the steganalysis methods above all fail to estimate the embedding ratio in each bit plane. And so far, only the literature [25] presented a method to estimate the embedding ratio in each bit plane based on the SPA model for MLSB replacement steganography (MSPA model) in [21]. The obtained method was called IDMSPA method, and would be called ID3SPA method when being used to estimate the embedding ratios in the three LSB planes. In [26], the IDMSPA method also has been adapted for the quantitative steganalysis of a category of adaptive steganography that embeds message bits into different bit planes with different ratios based on the block’s noise level of MLSB planes.

Although the methods in [25, 26] can estimate the embedding ratio in each bit plane of MLSB planes, they all own the inherent defect— Their performances degrade rapidly with the increase of embedding ratio in any bit plane, and when the embedding ratio in any stego bit plane is middle or large, they will fail to estimate the embedding ratios accurately. Contrarily, the WS steganalysis usually performs more stably and owns good performance for the case of a high embedding ratio [21]. Therefore, we try to estimate the embedding ratios of ID-MLSB steganography based on WS more stably and accurately than the existing methods. The main results of this paper are as follows.

(i) A new WS with multiple weight parameters is defined for ID-MLSB steganography.

(ii) A theorem is proved that when the squared Euclidean distance between the WS and the cover image is minimal, the obtained weight parameters are equal to the embedding ratios in the MLSB planes.

(iii) Based on this theorem and an estimated cover image, a quantitative steganalysis method is proposed for estimating the ratio of message hidden into each bit plane. Experimental results show that the new steganalysis method performs more stably with the change of embedding ratio than typical structural steganalysis, and outperforms the structural steganalysis on estimation accuracy when the embedding ratio in any bit plane is middling or large.

The remainder of this paper is organized as follows. Section 2 introduces the related works, including the WS steganalysis for LSB steganography and the ID-MLSBS steganography briefly. Section 3 describes the proposed weighted stego steganalysis for ID-MLSBS steganography. Finally, a series of experimental results are given in Section 4. The paper closes in Section 5 with the conclusions.

2. RELATED WORKS

2.1. WS steganalysis for LSB steganography

The WS steganalysis was proposed by Fridrich and Goljan [12], and occupies an unusual position in the steganalysis of LSB replacement. Unlike the structural detectors, this method does not use the pixel group analysis on which almost every other reasonably accurate detector relies, but has fairly good accuracy; moreover, it retains its estimation accuracy when the embedding changes are not distributed evenly over the cover [15]. In the following, the basic principle of WS steganalysis for LSB replacement will be introduced briefly.

In [12], let \( X = \{x_i\}_{i=1}^n \) be a set of integers in the range \([0, 255]\) representing a grayscale cover image whose size is \( n = M \times N \). The value of \( x_i \) after flipping its LSB will be denoted as \( \tilde{x}_i \), viz. \( \tilde{x}_i = x_i + 1 - 2(x_i \mod 2) \). Let \( S = \{s_i\}_{i=1}^n \) denote the stego-image after embedding \( pn \) (0 ≤ \( p \) ≤ 1) bits using LSB replacement in \( pn \) pixels randomly selected from the cover image \( X \). Fridrich and Goljan defined the WS with weight parameter \( q \) as follows:

\[
\begin{align*}
S(q) &= \{s_i^{(q)}\}, \\
&= s_i + \frac{q}{2}(\tilde{s}_i - s_i),
\end{align*}
\]

where 0 ≤ \( q \) ≤ 1, \( i = 1, 2, \ldots, n \). Then, Fridrich and Goljan proved that the weight parameter \( q \) and the embedding ratio \( p \) satisfy the following relationship:

\[
p = \arg \min_q \frac{1}{n} \sum_{i=1}^n (s_i^{(q)} - x_i)^2,
\]

which shows that \( S(p) \) is the closest WS to the cover image in the least square sense among all WSs \( S(q) \) for 0 ≤ \( q \) ≤ 1. Based on this, Fridrich and Goljan formulated the procedure of estimating the unknown embedding ratio \( p \) from the stego-image as a
minimization problem as follows:

\[
\hat{p} = \arg \min_q \frac{1}{n} \sum_{i=1}^{n} (s_i(q) - \hat{x}_i)^2
\]

\[
= -\frac{2}{n} \sum_{i=1}^{n} (s_i - \hat{x}_i)(1 - 2(s_i \mod 2)), \quad (3)
\]

where \(\hat{x}_i\) denotes the prediction of \(x_i\).

So far the WS steganalysis has been enhanced from many aspects and applied to the steganalysis of some other steganography, such as TMLSB and JSteg steganography.

### 2.2. ID-MLSB steganography

When one wants to replace the bits in the \(l\) (\(l\) denotes the number of stego least-significant bit planes) LSB planes with the message bits, at least the following three methods can be adopted:

(i) TMLSB steganography, which randomly selects fixed number of pixels and replaces their \(l\) LSBs with the message fragments with size of \(l\) (see Fig. 1a for \(l = 3\));

(ii) IMLSB steganography, which randomly selects fixed number of bits from the \(l\) LSB planes and replaces them with the message bits (see Fig. 1b for \(l = 3\));

(iii) ID-MLSB steganography, for each bit plane of the MLSB planes, which randomly selects fixed number of bits from the bit plane, and replaces them with the message bits (see Fig. 1c for \(l = 3\)).

From Fig. 1, it can be seen that being different from the TMLSB and IMLSB steganography, the ID-MLSB steganography possibly embeds message bits into different bit planes with different ratios. Furthermore, some other steganography methods can be classified into the ID-MLSB steganography, such as the adaptive steganography in [18]. The main steps of ID-MLSB steganography can be described as follows:

(i) Determine the number of LSB planes that will contain the message bits, viz. \(l\);

(ii) For each bit plane in the \(l\) LSB planes, randomly select fixed number of bit positions from the bit plane;

(iii) If the bit in the selected position is different from the message bit, flip the bit in the selected position; otherwise, do not change the bit.

### 3. PROPOSED WS STEGANALYSIS FOR ID-MLSB STEGANOGRAHY

#### 3.1. WS for ID-MLSB steganography

In ID-MLSB steganography, the messages hidden into \(l\) LSB planes may own different lengths independently. Thus, let \(p = (p_1, p_2, \ldots, p_l)\) denote the vector of embedding ratios where \(p_i (1 \leq i \leq l)\) is the embedding ratio in the \(i\)th LSB plane. Then the WS for ID-MLSB steganography can be defined as follows:

\[
S(q, l) = \{s_i^{(q, l)}\},
\]

\[
s_i^{(q, l)} = s_i + \sum_{j=1}^{l} q_j \left[2^{j-1} - 2(s_i \oplus 2^{j-1})\right], \quad (4)
\]

Where \(s_i\) is the original message bit at the i-th position and \(q_j\) is the embedding ratio in the j-th LSB plane.
where $\mathbf{q} = (q_1, q_2, \ldots, q_l)$ is the vector of weight parameters, and $\oplus$ is the operation of exclusive OR between the operands. The WS in (4) actually reflects the following means:

(i) If the $j$th LSB of a pixel is 1, this bit will be subtracted a weight $q_j/2$ from;
(ii) If the $j$th LSB of a pixel is 0, this bit will be added a weight $q_j/2$ to.

For the $j$th LSB of a pixel in the stego-image with embedding ratio $\mathbf{p} = (p_1, p_2, \ldots, p_l)$, four cases may occur in it. If the $j$th LSB of the pixel in the stego-image is 1, one of the following two cases must occur:

(i) The $j$th LSB of the pixel in the cover image is 1, and the embedding did not change it;
(ii) The $j$th LSB of the pixel in the cover image is 0, and the embedding added 1 to it.

If the $j$th LSB of the pixel in the stego-image is 0, one of the other two cases must occur:

(iii) The $j$th LSB of the pixel in the cover image is 0, and the embedding did not change it;
(iv) The $j$th LSB of the pixel in the cover image is 1, and the embedding subtracted 1 from it.

Because it is approximately equally probable that the $l$ LSBS of a pixel is $0, 1, \ldots, 2^l - 1$, the following probabilities can be obtained:

(i) The probability that the $j$th LSB is obtained from unchanging is $(1 - p_j/2);
(ii) The probability that the odd $j$th LSB is obtained from adding 1 to the cover bit is $p_j/2$;
(iii) The probability that the even $j$th LSB is obtained from subtracting 1 from the cover bit is $p_j/2$.

Therefore, the construction of WS can be regarded as the procedure of estimating the cover image on the average by inverted operations, viz. when the $j$th LSB of a pixel is even, adding a weight $q_j/2$ to the $j$th LSB, otherwise, subtracting a weight $q_j/2$ from the $j$th LSB.

3.2. Estimating embedding ratio for each bit plane

Because the WS can be regarded as an estimation of the cover image on the average, in theory, when the WS is closest to the cover image, the corresponding weight parameters should be equal to the embedding ratios. Based on this idea, the following theorem will formalize the quantitative steganalysis of ID-MLSB steganography, viz. estimating the embedding ratio in each bit plane of $l$ LSB planes, as a minimization problem (see Fig. 2). And then the estimation equation of the embedding ratio in each bit plane will be derived from the theorem and an estimated cover image. Figure 2 shows the principle of estimating embedding ratio in each bit plane based on WS, where MSB is the acronym of most significant bit.

**Theorem 3.1.** If the stego-image $\mathbf{S} = \{s_i\}_{i=1}^n$ is obtained by embedding $p_{1n}, p_{2n}, \ldots, p_{ln}$ ($0 \leq p_1, p_2, \ldots, p_l \leq 1$) random bits into the LSB plane, 2nd LSB plane, ..., and $l$th LSB plane of the cover image $\mathbf{X}$ respectively using ID-MLSB steganography, then the weight parameters $\mathbf{q} = (q_1, q_2, \ldots, q_l)$ and the embedding ratios $\mathbf{p} = (p_1, p_2, \ldots, p_l)$
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**FIGURE 2.** Block diagram of the proposed WS steganalysis for ID-MLSB steganography (In practice, the cover image will be replaced by an estimated cover image.).
satisfy the following relationship:

\[
\begin{align*}
  &p = \arg \min_{q} d_l(q), \\
  &d_l(q) = \sum_{i=1}^{n} (s_i^q - x_i)^2, \\
\end{align*}
\]  

(5)

where \(d_l(q)\) is the squared Euclidean distance between the WS and the cover image.

**Proof.** Applying the definition of WS in (4) to \(d_l(q)\), it follows that

\[
\begin{align*}
  d_l(q) &= \sum_{i=1}^{n} (s_i^q - x_i)^2 \\
  &= \sum_{i=1}^{n} \left( s_i - x_i + \sum_{j=1}^{l} \frac{q_j}{2} [2^{j-1} - 2(s_i \oplus 2^{j-1})] \right)^2 \\
  &= \sum_{i=1}^{n} (s_i - x_i)^2 \\
  &\quad + \sum_{i=1}^{n} \left( s_i - x_i \right) \sum_{j=1}^{l} q_j [2^{j-1} - 2(s_i \oplus 2^{j-1})] \\
  &\quad + \sum_{i=1}^{n} \left( \sum_{j=1}^{l} \frac{q_j}{2} [2^{j-1} - 2(s_i \oplus 2^{j-1})] \right)^2.
\end{align*}
\]

(6)

Let

\[
\begin{align*}
  A_l &= \sum_{i=1}^{n} (s_i - x_i)^2, \\
  B_l &= \sum_{i=1}^{n} \left( s_i - x_i \right) \sum_{j=1}^{l} q_j [2^{j-1} - 2(s_i \oplus 2^{j-1})], \\
  C_l &= \sum_{i=1}^{n} \left( \sum_{j=1}^{l} \frac{q_j}{2} [2^{j-1} - 2(s_i \oplus 2^{j-1})] \right)^2,
\end{align*}
\]

(7)

then

\[
\begin{align*}
  d_l(q) = A_l + B_l + C_l.
\end{align*}
\]

(8)

Because the ID-MLSB steganography modifies only the \(l\) LSB planes, the \((b-l)\) most significant bits of \(s_i\) and \(x_i\) are equal. Let \(s_i,j\) and \(x_i,j\) denote the \(j\)th LSBs of pixels \(s_i\) and \(x_i\), respectively. Then,

\[
\begin{align*}
  s_i - x_i &= \sum_{j=1}^{l} 2^{j-1} (s_i,j - x_i,j).
\end{align*}
\]

(9)

Applying \(s_i,j\) and formula (9) to (7), the formulas of \(A_l, B_l\) and \(C_l\) become

\[
\begin{align*}
  A_l &= \sum_{i=1}^{n} \left[ \sum_{j=1}^{l} 2^{j-1} (s_i,j - x_i,j) \right]^2, \\
  B_l &= \sum_{i=1}^{n} \left[ \sum_{j=1}^{l} 2^{j-1} (s_i,j - x_i,j) \right] \sum_{k=1}^{l} q_k [2^{j-1} (1 - 2s_i,j)] \\
  C_l &= \sum_{i=1}^{n} \left[ \sum_{j=1}^{l} q_j [2^{j-2} (1 - 2s_i,j)] \right]^2.
\end{align*}
\]

(10)

From the polynomial theorem, the formula of \(A_l\) can be written as

\[
\begin{align*}
  A_l &= \sum_{i=1}^{n} \left[ \sum_{j=1}^{l} 2^{j-1} (s_i,j - x_i,j) \right]^2, \\
  &= \sum_{i=1}^{n} \sum_{j=1}^{l} 2^{2j-2} (s_i,j - x_i,j)^2 \\
  &\quad + 2 \sum_{j,k=1,2,...,l,j\neq k} 2^{j+k-2} (s_i,j - x_i,j)(s_i,k - x_i,k) \\
  &= \sum_{i=1}^{n} \sum_{j=1}^{l} 2^{2j-2} (s_i,j - x_i,j)^2 \\
  &\quad + 2 \sum_{j,k=1,2,...,l,j\neq k} 2^{j+k-2} \sum_{i=1}^{n} (s_i,j - x_i,j)(s_i,k - x_i,k).
\end{align*}
\]

(11)

Similarly,

\[
\begin{align*}
  B_l &= \sum_{i=1}^{n} \left[ \sum_{k=1}^{l} q_k [2^{j-1} (s_i,k - x_i,k)] \right] \left[ \sum_{j=1}^{l} q_j [2^{j-1} (1 - 2s_i,j)] \right] \\
  &= \sum_{j=1}^{l} \sum_{k=1}^{l} \sum_{i=1}^{n} q_j [2^{j+k-2} (1 - 2s_i,j)(s_i,k - x_i,k)] \\
  &= \sum_{j=1}^{l} \sum_{i=1}^{n} q_j [2^{j-2} \sum_{i=1}^{n} (1 - 2s_i,j)(s_i,j - x_i,j)].
\end{align*}
\]
Because it is about equal probable that the l LSBs of the pixel \(x_i\) is 0, 1, ..., or \(2^l - 1\) [22], it is also about equal probable that the \(j\)th (\(1 \leq k \leq l\)) LSB of the pixel \(x_i\) is 0 or 1. And because the embedding ratio in the \(j\)th LSB plane of the stego-image is \(p_j\), the probability that the \(j\)th LSB is not changed, viz. \(s_{i,j} - x_{i,j} = 0\), is \(1 - p_j/2\), and the probability that 1 is added to (or 1 is subtracted from) the \(j\)th LSB, viz. \(s_{i,j} - x_{i,j} = 1\) (or \(-1\), is \(p_j/4\). Therefore, the following results can be derived for \(j, k = 1, 2, \ldots, l\), and \(j \neq k\):

\[
\sum_{i=1}^{n} (s_{i,j} - x_{i,j})^2 = \frac{p_j n^2}{2}, \quad (14)
\]

\[
\sum_{i=1}^{n} (s_{i,j} - x_{i,j})(s_{i,k} - x_{i,k})
\]

\[
= n \times \frac{p_j}{4} \times \frac{p_k}{4} \times [1 \times 1 + (-1) \times 1 + 1 \times (-1) \times (-1)]
\]

\[= 0, \quad (15)
\]

\[
\sum_{i=1}^{n} (1 - 2s_{i,j})(s_{i,j} - x_{i,j})
\]

\[
= \frac{p_j n}{4} \times [(-1) \times 1 + 1 \times (1)]
\]

\[= -\frac{p_j n}{2}, \quad (16)
\]

\[
\sum_{i=1}^{n} (1 - 2s_{i,j})(s_{i,k} - x_{i,k})
\]

\[
= \left[ \frac{1}{2} (1 - \frac{p_j}{2}) + \frac{p_j}{4} \right] \frac{p_k n}{4} [1 \times 1 + 1 \times (-1)
\]

\[+ (-1) \times 1 + (-1) \times (-1)]
\]

\[= 0. \quad (17)
\]

Applying (14)–(17) to the formulas of \(A_1\), \(B_l\) and \(C_l\) in (11)–(13), they can be written as follows:

\[
A_l = \sum_{j=1}^{l} \left(2^{2j-2} \frac{p_j n}{2}\right)
\]

\[+ 2 \sum_{j,k=1,2,\ldots,l, j \neq k} (2^{j+k-2} \times n \times 0)
\]

\[= \frac{n}{2} \sum_{j=1}^{l} (2^{2j-2} p_j), \quad (18)
\]

\[
B_l = \sum_{j=1}^{l} \left[ q_j 2^{2j-4} \times (-\frac{p_j n}{2}) \right]
\]

\[+ \sum_{j,k=1,2,\ldots,l, j \neq k} (q_j 2^{j+k-4} \times 0)
\]

\[= -\frac{n}{2} \sum_{j=1}^{l} (2^{2j-2} p_j q_j), \quad (19)
\]

\[
C_l = \sum_{j=1}^{l} (q_j 2^{2j-4} n)
\]

\[+ \sum_{j,k=1,2,\ldots,l, j \neq k} (q_j q_k 2^{j+k-4} \times 0)
\]

\[= \frac{n}{4} \sum_{j=1}^{l} (2^{2j-2} q_j^2). \quad (20)
\]

Then, applying (18)–(20) to the Equation (8), the formula of \(d_l(q)\) can be written as

\[
d_l(q) = A_l + B_l + C_l
\]

\[= \frac{n}{2} \sum_{j=1}^{l} (2^{2j-2} p_j) - \frac{n}{2} \sum_{j=1}^{l} (2^{2j-2} p_j q_j)
\]

\[+ \frac{n}{4} \sum_{j=1}^{l} (2^{2j-2} q_j^2). \quad (21)
\]

The partial derivative of \(d_l(q)\) with respect to \(q_k\) is as follows:

\[
\frac{\partial d_l(q)}{\partial q_k} = -2^{2k-3} n p_k + 2^{2k-3} n q_k. \quad (22)
\]

From (22), the second partial derivative of \(d_l(q)\) with \(q_k\) is \(2^{2k-3} n\), which is always larger than 0. And because the function \(d_l(q)\) is differentiable for \(0 \leq q_1, q_2, \ldots, q_l \leq 1\), when the partial derivative of \(d_l(q)\) with respect to \(q_1, q_2, \ldots, q_l\) are all zero, the value of \(d_l(q)\) reaches its minimum and at this time,
Therefore, the theorem has been proved, viz. \( p = \arg \min_q d_l(q) \).

From this Theorem, if one can obtain an estimation of the cover image, then he (or she) can estimate the embedding ratio for each bit plane of the \( \ell \) LSB planes as follows:

\[
\begin{align*}
\hat{\mathbf{p}} &= \arg \min_q \hat{d}_l(q), \\
\hat{d}_l(q) &= \frac{1}{n} \sum_{i=1}^{n} \left[ (s_i - \hat{x}_i)^2 + \frac{1}{2} \sum_{j=1}^{l} q_j \left[ 2^{k-1} - 2(s_i \oplus 2^{k-1}) \right] \right],
\end{align*}
\]

(23)

where \( \hat{x}_i \) denotes the estimation of the cover pixel \( x_i \).

Let the partial derivative of \( \hat{d}_l(q) \) with respect to \( q_k \) be equal to zero; from the definition of WS in (4) and the definition of \( \hat{d}_l(q) \) in (23), one can obtain

\[
\begin{align*}
\frac{\partial \hat{d}_l(q)}{\partial q_k} &= \frac{1}{n} \sum_{i=1}^{n} \left[ \frac{1}{2} \left( 2^{k-1} - 2(s_i \oplus 2^{k-1}) \right) \right] \\
&= \frac{1}{n} \sum_{i=1}^{n} \left[ 2^{k-1} - 2(s_i \oplus 2^{k-1}) \right] (s_i - \hat{x}_i) \\
&+ \frac{1}{2} \sum_{j=1}^{l} q_j \left[ 2^{k-1} - 2(s_i \oplus 2^{k-1}) \right] \\
&\times \left[ 2^{l-1} - 2(s_i \oplus 2^{l-1}) \right] = 0.
\end{align*}
\]

(24)

Let

\[
\begin{align*}
c_{k,0} &= \sum_{i=1}^{n} \left[ 2^{k-1} - 2(s_i \oplus 2^{k-1}) \right] (s_i - \hat{x}_i) \\
c_{k,j} &= \frac{1}{2} \sum_{i=1}^{n} \left[ 2^{k-1} - 2(s_i \oplus 2^{k-1}) \right] \\
&\times \left[ 2^{l-1} - 2(s_i \oplus 2^{l-1}) \right]
\end{align*}
\]

(25)

for \( 1 \leq j, k \leq l \). Then, the Equation (24) can be written as

\[
c_{k,0} + \sum_{j=1}^{l} q_j c_{k,j} = 0.
\]

(26)

Let the partial derivatives of \( \hat{d}_l(q) \) with respect to \( q_1, q_2, \ldots, q_l \) be all equal to zero; one can obtain

\[
\begin{align*}
\frac{\partial \hat{d}_l(q)}{\partial q_1} &= c_{1,0} + \sum_{j=1}^{l} q_j c_{1,j} = 0, \\
\frac{\partial \hat{d}_l(q)}{\partial q_2} &= c_{2,0} + \sum_{j=1}^{l} q_j c_{2,j} = 0, \\
&\vdots \\
\frac{\partial \hat{d}_l(q)}{\partial q_l} &= c_{l,0} + \sum_{j=1}^{l} q_j c_{l,j} = 0.
\end{align*}
\]

(27)

Let \( D \) denote the determinant of the coefficients of Equation (27), viz.

\[
D = \left| \begin{array}{cccc}
c_{1,1} & c_{1,2} & \cdots & c_{1,l} \\
c_{2,1} & c_{2,2} & \cdots & c_{2,l} \\
\vdots & \vdots & \ddots & \vdots \\
c_{l,1} & c_{l,2} & \cdots & c_{l,l}
\end{array} \right|,
\]

(28)

and \( D_k \) denote the determinant constructed by replacing the elements in the \( k \)th column of determinant \( D \) with the elements \(-c_{1,0}, -c_{2,0}, \ldots, -c_{l,0}\), viz.

\[
D_k = \left| \begin{array}{cccc}
c_{1,1} & c_{1,2} & \cdots & c_{1,k-1} & -c_{1,0} & c_{1,k+1} & \cdots & c_{1,l} \\
c_{2,1} & c_{2,2} & \cdots & c_{2,k-1} & -c_{2,0} & c_{2,k+1} & \cdots & c_{2,l} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
c_{l,1} & c_{l,2} & \cdots & c_{l,k-1} & -c_{l,0} & c_{l,k+1} & \cdots & c_{l,l}
\end{array} \right|.
\]

(29)

Then, from the Cramer’s rule, when the determinant \( D \) is not equal to zero, one can resolve the Equation (27) to estimate the embedding ratio for each bit plane of \( l \) LSB planes as follows:

\[
\begin{align*}
\hat{p}_1 &= q_1 = D_1 / D, \\
\hat{p}_2 &= q_2 = D_2 / D, \\
&\vdots \\
\hat{p}_l &= q_l = D_l / D.
\end{align*}
\]

(30)

3.3. WS steganalysis algorithm for ID-MLSB steganography

Given a stego-image, one can get access to only the stego-image, but not to the cover image. Therefore, similar to [12], a predictor based on four adjacent pixels is used to estimate the cover image from the given image as follows:

\[
\hat{x}_i = \frac{s_j + s_{j+k-1} + s_{j+k+1} + s_{j+1,k}}{4}.
\]

(31)

where \( j \) and \( k \) denote that the estimated pixel \( \hat{x}_i \) and the stego pixel \( s_i \) are in the \( j \)th row and \( k \)th column, viz. \( i = (j-1) \times N + k \). Then the quantitative steganalysis algorithm of message hidden into each bit plane based on WS can be described as follows.
Input: A given spatial domain image for steganalysis, and the number of LSB planes possibly containing message, viz. $l$.

Output: The embedding ratio for each bit plane of $l$ LSB planes.

Step 1. For each pixel $s_i$ in the given image, do Steps 1.1 and 1.2 to calculate the statistics $c_{k,0}$ and $c_{k,j}$ for $1 \leq j, k \leq l$.

Step 1.1. Estimate the cover pixel $\hat{x}_i$ from formula (31). And when the pixel is in the boundary, estimate the cover pixel by averaging the existing pixels in $\{s_{j-1,k}, s_{j,k-1}, s_{j,k+1}, s_{j+1,k}\}$.

Step 1.2. For $1 \leq j, k \leq l$, compute the increments of $c_{k,0}$ and $c_{k,j}$ from the formula $[2^{k-1} - 2(s_i \oplus 2^{k-1})](s_i - \hat{x}_i)$ and $\frac{1}{2}[2^{k-1} - 2(s_i \oplus 2^{k-1})][2^{j-1} - 2(s_i \oplus 2^{j-1})]$, respectively, and add them to the statistics $c_{k,0}$ and $c_{k,j}$, respectively.

Step 2. Apply the statistics $c_{k,j}$ to formula (28) to compute the determinant $D$, and apply $c_{k,0}$ and $c_{k,j}$ to formula (29) to compute the determinant $D_k$, where $1 \leq j, k \leq l$.

Step 3. Apply the determinants $D$ and $D_k$ to the Equation (30) to estimate the embedding ratio $\hat{p}_k$ in the $k$th LSB plane.

4. EXPERIMENTAL RESULTS AND ANALYSIS

First, an experiment was carried out on an 8-bit uncompressed bitmap image ‘lena.bmp’ (see Fig. 3a) with a size of $512 \times 512$ pixels to verify the theorem in Section 3.2. Figure 3b shows the squared Euclidean distance between the cover image ‘lena.bmp’ and the weight stego-image with different weights $q_1$ and $q_2$ when the ratios of message bits embedded into the first, second, and third LSB plane and the 2nd LSB plane are $p_1 = 0.3$ and $p_2 = 0.4$, respectively. From this figure, it can be seen that when the weights $q_1$ and $q_2$ are equal to the embedding ratios $p_1 = 0.3$ and $p_2 = 0.4$, respectively, the squared Euclidean distance is minimal. This is in accordance with the theorem in Section 3.2.

For evaluating the performance of the proposed steganalysis method, it will be compared with the ID3SPA method in [25] for the case of $l = 3$, viz. ID3-LSB steganography. And for ID-3LSB steganography, the proposed steganalysis method is called as ID3WS, where ‘WS’ indicates that the new method is proposed based on WS.

The experimental setup is as follows: 1000 originally very high-resolution color images in ‘tiff’ format were downloaded from http://photogallery.nrcs.usda.gov; and then converted to grayscale images in ‘bmp’ format; about a third of them were cropped to leave about $512 \times 512$ pixels, another third of them were cropped to leave about $768 \times 768$ pixels, and the residual images were cropped to leave about $1024 \times 1024$ pixels. (The tool used was Advanced Batch Converter 3.8.20.) The pseudo-random messages were embedded into LSB plane, 2nd LSB plane and 3rd LSB plane of the obtained cover images with the embedding ratios $p_1 \in \{0, 0.1, 0.2, \ldots, 1.0\}$, $p_2 \in \{0, 0.1, 0.2, \ldots, 1.0\}$ and $p_3 \in \{0.2, 0.4, 0.6, 0.8, 1.0\}$, respectively. Then, the ID3WS and ID3SPA were used to estimate the embedding ratios in the LSB plane, 2nd LSB plane and 3rd LSB plane.

In [27], Böhme et al. pointed out that when the quantitative steganalysis methods are used to estimate the embedding ratios or modification ratios, the distribution of the errors is usually heavy-tailed; so the median and interquartile range (IQR) are more representative than the familiar mean and standard deviation in evaluating the estimation error. Therefore, the median and IQR are adopted to evaluate the estimation errors of the proposed ID3WS method and the ID3SPA method.

FIGURE 3. The squared Euclidean distance between the cover image ‘lena.bmp’ and the weight stego-image with different weights $q_1$ and $q_2$ when the ratios of message bits embedded into the two LSB planes are $p_1 = 0.3$ and $p_2 = 0.4$, respectively. The squared Euclidean distance is minimum in the point explained by the text box.
The median is the 50th percentile of the estimated errors, and the IQR is the difference between the 75th and the 25th percentiles of the estimated errors. For the reason of space, this section does not give all experimental results, and gives only the experimental results for estimating the embedding ratio in the LSB plane when $p_1 = 0, 0.1, 0.2, \ldots, 1.0$, $p_2 = 0.4, 0.6, 0.8$ and $p_3 = 0.4, 0.6, 0.8$, and the experimental results for estimating the embedding ratio in the 2nd LSB plane when $p_2 = 0.2, 0.4, 0.6, 0.8, 1.0$ and $p_3 = 0.4, 0.6, 0.8$.

For the embedding ratio in the LSB plane, Figs 4–6 give the estimation errors of the ID3WS and ID3SPA method when the embedding ratio in the 2nd LSB plane is $p_2 = 0.8, 0.6, 0.4$, and the embedding ratio in the 3rd LSB plane is $p_3 = 0.8, 0.6, 0.4$. It can be observed that with the increase of the embedding ratios, the median and IQR of ID3WS’s estimation errors are closer to zero, and the ID3WS method performs better than the ID3SPA method significantly when the embedding ratio in any bit plane is middling or large. Especially when the embedding ratio in any bit plane is close to 1, viz. fully embedding, the typical structural steganalysis method almost fails to estimate the embedding ratios, but contrarily, the ID3WS method can estimate the embedding ratio with a smaller error than that of other cases. And the ID3WS method performs much more stably than ID3SPA method over different embedding ratios. Additionally, the experimental results in Table 1 show the similar conclusion for the estimation error of embedding ratio in the 2nd LSB plane.

The inferiority of the ID3SPA method should recur to the adopted ill-conditioned linear system, which amplifies the error of the assumption based on the ID3SPA method. This is the
FIGURE 6. Estimation error of embedding ratio in LSB for ID3-LSB steganography when \( p_2 = 0.8, 0.6, 0.4 \) and \( p_3 = 0.4, 0.6, 0.8 \).

![Graph showing estimation errors](image)

TABLE 1. Estimation error of embedding ratio in the 2nd LSB for ID-3LSB steganography when \( p_2 = 0.2, 0.4, 0.6, 0.8, 1.0 \) and \( p_3 = 0.4, 0.6, 0.8 \).

<table>
<thead>
<tr>
<th>( p_3 )</th>
<th>Metric</th>
<th>Method</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>Median (10^{-2})</td>
<td>ID3WS</td>
<td>0.95</td>
<td>0.93</td>
<td>0.72</td>
<td>0.47</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID3SPA</td>
<td>-1.67</td>
<td>-3.91</td>
<td>-5.95</td>
<td>-8.50</td>
<td>-17.3</td>
</tr>
<tr>
<td></td>
<td>IQR (10^{-2})</td>
<td>ID3WS</td>
<td>4.56</td>
<td>3.96</td>
<td>2.93</td>
<td>2.08</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID3SPA</td>
<td>7.48</td>
<td>14.2</td>
<td>25.2</td>
<td>37.3</td>
<td>45.0</td>
</tr>
<tr>
<td>0.6</td>
<td>Median (10^{-2})</td>
<td>ID3WS</td>
<td>0.87</td>
<td>0.85</td>
<td>0.80</td>
<td>0.57</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID3SPA</td>
<td>-0.31</td>
<td>-1.06</td>
<td>-1.63</td>
<td>-2.32</td>
<td>-8.16</td>
</tr>
<tr>
<td></td>
<td>IQR (10^{-2})</td>
<td>ID3WS</td>
<td>4.42</td>
<td>3.73</td>
<td>2.83</td>
<td>1.93</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID3SPA</td>
<td>3.09</td>
<td>4.37</td>
<td>7.52</td>
<td>13.4</td>
<td>19.3</td>
</tr>
<tr>
<td>0.4</td>
<td>Median (10^{-2})</td>
<td>ID3WS</td>
<td>0.85</td>
<td>0.82</td>
<td>0.67</td>
<td>0.50</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID3SPA</td>
<td>-0.07</td>
<td>-0.18</td>
<td>-0.66</td>
<td>-1.34</td>
<td>-4.70</td>
</tr>
<tr>
<td></td>
<td>IQR (10^{-2})</td>
<td>ID3WS</td>
<td>4.12</td>
<td>3.50</td>
<td>2.87</td>
<td>1.97</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ID3SPA</td>
<td>2.32</td>
<td>2.43</td>
<td>2.98</td>
<td>4.75</td>
<td>9.42</td>
</tr>
</tbody>
</table>

The bold data indicate that in the corresponding metrics, the performance of the ID3WS method is better than that of the ID3SPA method.

5. CONCLUSIONS

For ID-MLSB steganography, a new WS model is constructed, and then a new steganalysis method for ID-MLSB steganography is proposed based on the WS model. The experimental results show that the new steganalysis method performs more stably than typical structural steganalysis method with the change of embedding ratios, and outperforms the structural steganalysis on estimation accuracy when the embedding ratio in any bit plane is middling or large. Especially, for the case of embedding ratio in any bit plane is close to 1, the typical structural steganalysis method almost fails to estimate the embedding ratios, but contrarily, the proposed method can estimate the embedding ratio with the highest accuracy. This can effectively fetch up the defects of the structural steganalysis.

In the next steps, we will investigate how to improve the performance of estimating the small embedding ratios, and try to apply the idea of WS to the steganalysis of some adaptive steganography methods.
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