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\textbf{ABSTRACT}

Extreme learning machine (ELM) has been an important research topic over the last decade due to its high efficiency, easy-implementation, unification of classification and regression, and unification of binary and multi-class learning tasks. Though integrating these advantages, existing ELM algorithms pay little attention to optimizing the choice of kernels, which is indeed crucial to the performance of ELM in applications. More importantly, there is the lack of a general framework for ELM to integrate multiple heterogeneous data sources for classification. In this paper, we propose a general learning framework, termed multiple kernel extreme learning machines (MK-ELM), to address the above two issues. In the proposed MK-ELM, the optimal kernel combination weights and the structural parameters of ELM are jointly optimized. Following recent research on support vector machine (SVM) based MKL algorithms, we first design a sparse MK-ELM algorithm by imposing an $\ell_1$-norm constraint on the kernel combination weights, and then extend it to a non-sparse scenario by substituting the $\ell_1$-norm constraint with an $\ell_p$-norm constraint ($p > 1$) constraint. After that, a radius-incorporated MK-ELM algorithm which incorporates the radius of the minimum enclosing ball (MEB) is introduced. Three efficient optimization algorithms are proposed to solve the corresponding kernel learning problems. Comprehensive experiments have been conducted on Protein, Oxford Flower17, Caltech101 and Alzheimer’s disease data sets to evaluate the performance of the proposed algorithms in terms of classification accuracy and computational efficiency. As the experimental results indicate, our proposed algorithms can achieve comparable or even better classification performance than state-of-the-art MKL algorithms, while incurring much less computational cost.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Extreme learning machine (ELM) was first designed for single hidden layer feedforward neural networks [1–3] and then extended to generalized single hidden layer feedforward networks (SLFN) which did not necessarily resemble neurons [4,5]. Different from traditional neural SLFN learning algorithms, ELM aims to minimize both training error and the norm of output weights [3,6]. Due to its (1) high efficiency, (2) easy-implementation, (3) unification of classification and regression and (4) unification of binary and multi-class classification [6], ELM has been an active research topic over the past a few years [3,6–12]. In addition, the ELM has also been successfully applied to many applications such as imbalance learning [13], missing data learning [14] and activity recognition [15], to name just a few. More recent advances in ELM can be found in [10–12].

Although researchers have made great progress from both a theoretical and a practical point of view, ELM has still not well considered the following two issues. The first one is how to choose an optimal kernel for a specific application when the kernel trick is applied to ELM such as in previous work [6,16–18]. The other one is how to handle information fusion in ELM when multiple heterogeneous data sources are available. In this paper, we propose a general framework by borrowing the idea of multiple kernel learning (MKL) to handle the above two issues. We call our framework a multiple kernel extreme learning machine (MK-ELM). In the MK-ELM, the optimal kernel is assumed to be a linear combination of a group of base kernels, and the base kernel combination weights and structural parameters of ELM are jointly optimized in the learning process. Though sharing the same assumption that the optimal kernel is a linear combination of base kernels, the proposed MK-ELM and the widely studied SVM based MKL algorithms have important differences. (1) For the proposed MK-ELM, the binary and multi-class classification problems are unified into one common formula. In contrast, the one-against-one (OAO) and one-against-all (OAA) strategies are usually
adopted in SVM based MKL algorithms [19,20] to handle the multi-class classification problems. (2) The optimization problem for MK-ELM is much simpler than the one used in SVM based MKL algorithms. The structural parameter of MK-ELM can be analytically obtained by a matrix inverse operation, while a constrained quadratic programming (QP) solver is required to solve the optimization problems of SVM based MKL algorithms.

In the literature, there are mainly three research directions for existing SVM based MKL algorithms, including sparse MKL algorithms [19,21–23], non-sparse MKL algorithms [20,24] and the recent radius-incorporated MKL variants [25–27]. In order to conduct a comprehensive comparison with SVM based MKL algorithms, we also design sparse, non-sparse and radius-incorporated MK-ELM algorithms in this paper. Specifically, the contributions of this paper are highlighted as follows:

1. A sparse MK-ELM algorithm is first developed, where an $\ell_1$-norm constraint is imposed on the base kernel combination weights.
2. A non-sparse variant is proposed by substituting the $\ell_1$-norm constraint with an $\ell_p$-norm constraint, where $p > 1$.
3. Another radius-incorporated MK-ELM is then proposed by integrating the radius of minimum enclosing ball (MEB) [28,29] into the objective function of MK-ELM.

Comprehensive experiments have been conducted to compare the proposed MK-ELM variants with existing state-of-the-art MKL algorithms, including multiple kernel SVM (MK-SVM) [19], multiple kernel least square SVM (MK-LSSVM) [30], multiple kernel fisher discriminative analysis (MK-FDA) [23], and their sparse and non-sparse variants. The experimental results demonstrate that the proposed MK-ELM variants achieve statistically comparable or better classification performance while requiring less training time.

The rest of this paper is organized as follows. We review the extreme learning machine and multiple kernel learning in Section 2. In Section 3, we first present the formulation of the sparse MK-ELM, extend it to a non-sparse case and then propose a radius-incorporated variant. Three efficient algorithms are given to solve the resulting optimization problems. Extensive experimental comparison is conducted in Sections 4 and 5 draws our conclusion.

2. Related work

In this section, we give a brief review of extreme learning machine and multiple kernel learning. Though ELM unifies classification and regression tasks, we only focus on classification in the following parts.

2.1. Extreme learning machine

According to the ELM theory [6,10], ELM aims to simultaneously minimize the training errors and the norm of output weights. This objective function, for both binary and multi-class classification tasks, can be expressed as follows:

$$\min_{\beta} \frac{1}{2} \| \beta \|^2 + C \sum_{i=1}^{n} \| \xi_i \|^2 \quad \text{s.t.} \quad \beta^T \phi(x) = y_i - \xi_i, \quad \forall i,$$

where $(x_i, y_i), i = 1, \ldots, n$ is a training set, $\phi(x)(i = 1, \ldots, n)$ is the hidden layer output (feature mapping) corresponding to $x_i$, $\beta \in \mathbb{R}^{\|\phi(x)\|^2}$ is the output weights, $\xi \in \mathbb{R}^{T \times n}$ is the training error matrix on training data, $\xi_i = [\xi_{i1}, \xi_{i2}, \ldots, \xi_{iT}]^T (1 \leq i \leq n)$ is the $i$th column of $\xi$, $y_i = [0, \ldots, 0, 1, 0, \ldots, 0]^T \in \{0, 1\}$ if $x_i$ belongs to the $r$th class, $n$ and $T$ are the number of training samples and classes, and $C$ is a regularization parameter which trades off the norm of output weights and training errors. $\| \cdot \|$ is the Frobenius norm.

The optimization problem in Eq. (1) can be efficiently solved. According to [6], the optimal $\beta^*$ which minimizes Eq. (1) can be analytically obtained as

$$\beta^* = \Phi^{-1} \left( \frac{1}{C} \sum_{i=1}^{n} \| \phi(x_i) \|^2 \right)^{-1} Y^T,$$

where $\phi = [\phi(x_1), \ldots, \phi(x_n)]^T \in \mathbb{R}^{m \times (\|\phi(x)\|^2)}$, $Y = [y_1, \ldots, y_n] \in \mathbb{R}^{T \times n}$ and $I$ is an identity matrix.

As can be seen from the above, both the binary and multi-class classification tasks in ELM can be handled via an unified formula Eq. (1). Moreover, Eq. (1) can be analytically solved by a matrix inverse operation, while a constrained quadratic programming problem is required in SVM. This makes the ELM easy and efficient to implement due to the fact that solving a matrix inverse problem is usually much more computationally efficient than solving the same-size constrained QP problem. In addition, it is worth mentioning that though both ELM and least square SVM (LSSVM) [31] share the same objective function as far as the optimization is concerned, there is no bias term deployed in ELM, as in Eq. (1). Such a subtle difference makes ELM to have milder optimization constraint than LSSVM. These advantages help ELM to achieve better classification performance while incurring less computational cost, as demonstrated by the experimental results in [6].

After obtaining the optimal $\beta^*$, the decision score of the ELM on test point $x$ is determined by

$$f(x) = \beta^T \phi(x),$$

and the index corresponding to the highest value of $f(x) \in \mathbb{R}^T$ is considered as the label of $x$.

2.2. Multiple kernel learning

It is well known that the choice of kernels is crucial for kernel-based algorithms [32]. Much effort has been devoted to tuning an optimal kernel for a specific application [19,33,27]. MKL provides an elegant way to handle such an issue by optimizing a data-dependent kernel. In MKL, the optimal kernel is assumed to be a linear combination of a group of base kernels, and the optimal combination coefficients and the structural parameters of classifiers are jointly learned by maximizing the margin [19,30], class separability criterion [24,23], etc. Specifically, MKL takes the form of

$$k(\cdot, \cdot; y) = \sum_{p=1}^{m} \gamma_p k_p(\cdot, \cdot),$$

where $(k_p(\cdot, \cdot))_{p=1}^{m}$ are $m$ pre-defined base kernels, and $(\gamma_p)_{p=1}^{m}$ are the base kernel combination coefficients. Eq. (4) can be equivalently rewritten as

$$\phi(\cdot; y) = [\sqrt{\gamma_1} \phi_1(\cdot), \sqrt{\gamma_2} \phi_2(\cdot), \ldots, \sqrt{\gamma_m} \phi_m(\cdot)],$$

where $\phi(\cdot; y)$ and $(\phi_p(\cdot))_{p=1}^{m}$ are the feature mappings corresponding to kernels $k(\cdot, \cdot; y)$ and $(k_p(\cdot, \cdot))_{p=1}^{m}$, respectively.

Usually, a constraint is imposed on the kernel combination weights $\gamma$ to make the optimization problems bounded and the combined kernel be positive semi-definite (PSD). One common example is imposing an $\ell_1(q=1)$ norm and non-negative constraint on the kernel combination weights. Such constraint will induce sparse kernel combination, as shown in [19,21–23]. Another one is imposing an $\ell_2(q>1)$ norm and non-negative constraint. Unlike the previous one, this constraint will bring forth non-sparse kernel combination [20,24]. In the following section, we will design sparse and non-sparse multiple kernel learning algorithms for ELM by varying $q$ from one to any positive number larger than one.
3. Multiple kernel extreme learning machine

In [6], a kernel ELM is first proposed, in which a Gaussian kernel and a polynomial kernel are empirically specified. Such specified kernels may not be suitable for various applications. This motivates us to design a learning algorithm which is able to automatically learn a data-dependent optimal kernel for ELM in different applications. Inspired by the idea of MKL, we assume that the optimal kernel can be expressed as a linear combination of base kernels, and jointly learn the structural parameters of ELM and the optimal kernel combination coefficients. This extension makes ELM able to handle different heterogeneous data integrations, and this extends the ELM to a wider range of applications. Following the research on SVM based MKL, we first design a sparse MK-ELM algorithm, and generalize it to the non-sparse case. After that, a radius-incorporated variant is proposed. Three efficient algorithms are given to solve the corresponding kernel learning problems.

3.1. The sparse MK-ELM

By incorporating the base kernel combination weights into ELM, and imposing an $\ell_1$-norm and non-negative constraint on the base kernel weights, we obtain the objective function of the proposed sparse MK-ELM as follows:

$$
\min_{\gamma} \min_{\mathbf{\beta}} \frac{1}{2} \|\mathbf{y} - \mathbf{H} \mathbf{\beta}\|_2^2 + C \sum_{i=1}^{n} \|\gamma_i\|_2
$$

subject to

$$
\mathbf{\beta} \phi(\mathbf{x}_i; \gamma) = \mathbf{y}_i - \mathbf{\xi}_i, \quad \forall i, \quad \sum_{p=1}^{m} \gamma_p = 1, \quad \gamma_p \geq 0, \quad \forall p,
$$

where $\mathbf{\beta} = [\beta_1, \ldots, \beta_m] \in \mathbb{R}^{\phi(x_i; \gamma) \times \phi(x_i; \gamma)}$, $\beta_p \in \mathbb{R}^{\phi(x_i; \gamma) \times \phi(x_i; \gamma)}$ ($p = 1, \ldots, m$) is the $p$th component corresponding to the $p$th base kernel. Recall that $\mathbf{\xi}_i = [\xi_i^1, \xi_i^2, \ldots, \xi_i^n]^T$ ($1 \leq i \leq n$) is the $i$th column of $\mathbf{\xi}$.

As observed, Eq. (6) optimizes the structural parameter $\mathbf{\beta}$ and the kernel combination coefficients $\gamma$ jointly. We now show how to solve the objective function in Eq. (6) efficiently. By substituting Eq. (5) into Eq. (6), Eq. (6) can be rewritten as

$$
\min_{\gamma} \min_{\mathbf{\beta}} \frac{1}{2} \|\mathbf{y} - \mathbf{H} \mathbf{\beta}\|_2^2 + C \sum_{i=1}^{n} \|\gamma_i\|_2
$$

subject to

$$
\sum_{p=1}^{m} \sqrt{\gamma_p} \beta_p \phi_i(\mathbf{x}_i) = \mathbf{y}_i - \mathbf{\xi}_i, \quad \forall i, \quad \sum_{p=1}^{m} \gamma_p = 1, \quad \gamma_p \geq 0, \quad \forall p.
$$

After defining

$$
\tilde{\mathbf{\beta}} = [\tilde{\beta}_1, \tilde{\beta}_2, \ldots, \tilde{\beta}_m],
$$

where $\tilde{\beta}_p = \sqrt{\gamma_p} \beta_p$, $p = 1, \ldots, m$, Eq. (7) can be equivalently reformulated as

$$
\min_{\gamma} \min_{\tilde{\mathbf{\beta}}} \frac{1}{2} \|\mathbf{y} - \mathbf{H} \tilde{\mathbf{\beta}}\|_2^2 + C \sum_{i=1}^{n} \|\gamma_i\|_2
$$

subject to

$$
\sum_{p=1}^{m} \tilde{\beta}_p \phi_i(\mathbf{x}_i) = \mathbf{y}_i - \mathbf{\xi}_i, \quad \forall i, \quad \sum_{p=1}^{m} \gamma_p = 1, \quad \gamma_p \geq 0, \quad \forall p.
$$

It is not difficult to verify that Eq. (9) is a joint-convex optimization problem [34], and its Lagrangian function is

$$
L(\tilde{\mathbf{\beta}}, \gamma) = \frac{1}{2} \sum_{p=1}^{m} \|\mathbf{y} - \mathbf{H} \tilde{\mathbf{\beta}}\|_2^2 + C \sum_{i=1}^{n} \|\gamma_i\|_2
$$

$$
- \frac{1}{2} \sum_{i=1}^{n} \sum_{i=1}^{n} \alpha_i \sum_{p=1}^{m} \tilde{\beta}_p \phi_i(x_i) - \mathbf{y}_i - \mathbf{\xi}_i
$$

$$
+ \left( \sum_{p=1}^{m} \gamma_p - 1 \right),
$$

where $\alpha \in \mathbb{R}^{n \times T}$ and $\tau$ are the Lagrange multipliers. In Eq. (10), we omit the non-negative constraints on $\gamma_p, (p = 1, \ldots, m)$ since the newly updated kernel combination weights are automatically kept non-negative at each iteration, as will be validated later.

We can have the KKT optimality conditions of Eq. (10) as follows:

$$
\hat{\beta}_p = \gamma_p \sum_{i=1}^{n} \alpha_i \phi_p(\mathbf{x}_i), \quad \forall p \quad \text{(11)}
$$

$$
\sum_{p=1}^{m} \beta_p \phi_i(\mathbf{x}_i) = \mathbf{y}_i - \mathbf{\xi}_i, \quad \forall i \quad \text{(12)}
$$

$$
\sum_{p=1}^{m} \beta_p \phi_i(\mathbf{x}_i) = \mathbf{y}_i - \mathbf{\xi}_i, \quad \forall i \quad \text{(13)}
$$

which can be rewritten into a matrix form as

$$
(\mathbf{K}(\cdot; \gamma) + \frac{1}{C}) \alpha = \mathbf{y}^T.
$$

We then show how to update the kernel combination coefficients $\gamma$ efficiently. By taking the derivative of Eq. (10) w.r.t $\gamma_p (p = 1, \ldots, m)$ and let it vanish, we obtain that the new kernel combination weights $\gamma_p^{\text{new}}$ are updated by

$$
\gamma_p^{\text{new}} = \frac{\|\tilde{\beta}_p\|_2}{\sum_{p=1}^{m} \|\tilde{\beta}_p\|_2}, \quad \forall p. \quad \text{(16)}
$$

where

$$
\|\tilde{\beta}_p\|_2 = \frac{1}{\sum_{i=1}^{n} \sum_{i=1}^{n} \alpha_i \alpha_j \mathbf{K}_p(\mathbf{x}_i, \mathbf{x}_j)}.
$$

and $\gamma_p (p = 1, \ldots, m)$ is the $p$th kernel combination weight in the last iteration. As seen from Eqs. (16) and (17), the newly updated $\gamma_p^{\text{new}} (p = 1, \ldots, m)$ are kept non-negative at each iteration, which automatically satisfies the non-negative constraint. The detailed derivation of updating the kernel combination weights is provided in the Appendix.

The overall optimization algorithm for solving sparse MK-ELM is presented in Table 1.

Algorithm 1. The sparse MK-ELM.

1: \textbf{Input:} $|\mathbf{K}_p|_{\text{p}} = 1$, $\mathbf{y}$ and $C$.
2: \textbf{Output:} $\alpha$ and $\gamma$.
3: Initialize $\gamma = \phi^0$ and $t = 0$.
4: \textbf{repeat}
5: \quad Compute $\mathbf{K}(\cdot; \gamma) = \sum_{p=1}^{m} \gamma_p \mathbf{K}_p$.
6: \quad Update $\mathbf{\alpha}^t$ by solving Eq. (15).
7: \quad Update $\gamma^t + 1$ by Eq. (16).
8: \quad $t = t + 1$.
9: \quad until $\max(|\gamma^t - \gamma^{t-1}|) \leq 1e^{-4}$

3.2. Non-sparse MK-ELM

Recent research on SVM based MKL has indicated that non-sparse MKL algorithms can usually outperform the sparse alternatives [20,35] by arguing that some complementary information may be lost due to the sparsity constraint. In the following part, we first design a non-sparse MK-ELM algorithm, and propose an optimization algorithm to solve the resulting kernel learning problem.
problem efficiently. Specifically, the objective function for non-sparse MK-ELM can be reformulated as
\[
\min_{\gamma} \min_{\beta} \frac{1}{2} \left\| \varepsilon + C \sum_{i=1}^{m} \| \xi_i \|^2 \right\|
\text{s.t. } \beta^T \phi(x; \gamma) = y_i - \xi_i, \quad \forall i, \quad \sum_{p=1}^{m} \gamma_p^2 = 1, \quad \gamma_p \geq 0, \quad \forall p,
\] (18)
where \( q > 1 \) is a scalar.

As can be seen, the objective function of non-sparse MK-ELM in Eq. (18) is almost the same as the one defined in Eq. (6), with only one important difference: an \( r_q \)-norm \((q > 1)\) is imposed on \( \gamma \), leading to a non-sparse kernel combination. The algorithm for solving Eq. (18) is similar to Eq. (6), except for the way in which the kernel combination weights are updated. Specifically, the kernel combination weights for non-sparse MK-ELM are updated by Eq. (19).
\[
\gamma_p = \frac{\left\| \beta_p \right\|^2 (1 + q)}{(\sum_{p=1}^{m} \left\| \beta_p \right\|^2 (1 + q)))^{1/q}}, \quad \forall p.
\] (19)

The detailed derivations are provided in the Appendix. The overall algorithm for solving the non-sparse MK-ELM is presented in Algorithm 2.

Algorithm 2. The non-sparse MK-ELM.
1: \textbf{Input}: \( \{K_p\}_{p=1}^{m} \), \( \mathbf{y} \), and \( C \).
2: \textbf{Output}: \( \alpha \) and \( \gamma \).
3: \textbf{Initialize}: \( \gamma = \gamma^0 \) and \( t = 0 \).
4: \textbf{repeat}
5: \textbf{Compute}: \( K(\cdot, \cdot; \gamma) = \sum_{p=1}^{m} \gamma_p K_p \).
6: \textbf{Update} \( \alpha \) by solving Eq. (15).
7: \textbf{Update} \( \gamma^{t+1} \) by Eq. (19).
8: \( t = t + 1 \).
9: \textbf{until} \( \max(|\gamma^{t+1} - \gamma^t|) \leq 1e-4 \)

3.3. Radius-incorporated MK-ELM

More recent research on MKL has demonstrated that the performance of traditional MKL algorithms [21,19], which maximize the margin only, could be further improved by incorporating radius information [25–27]. In the following, we propose a simple but effective approach to incorporate the radius information into MK-ELM. Inspired by the work in [25], we integrate the radius of minimum enclosing ball (MEB) via one of its upper bound, i.e., a linear combination of base radii corresponding to each base kernel-induced feature space. Specifically, we approximate the squared radius of MEB with \( \sum_{p=1}^{m} \gamma_p R_i^2 \), where \( R_i \) is the radius of MEB in \( \phi_i \)-induced feature space. The benefits of such an approximation are two-fold: (1) it leads to a joint-convex optimization problem, despite incorporating radius information into MK-ELM, (2) it makes the resulting optimization problem easily implemented via a minor modification of the codes of sparse MK-ELM.

The objective function of the radius-incorporated MK-ELM is presented in the following equation:
\[
\min_{\gamma} \min_{\beta} \frac{1}{2} \left\| \varepsilon + C \sum_{i=1}^{m} \| \xi_i \|^2 \right\|
\text{s.t. } \sum_{p=1}^{m} \beta_p^T \phi(x; \gamma) = y_i - \xi_i, \quad \forall i, \quad \gamma_p \geq 0, \quad \forall p,
\] (20)

As can be seen, the incorporation of radius enables the formulation in Eq. (20) to handle the scaling issues as pointed out in [26] and thus, it is a bounded optimization problem. Therefore, it is not necessary to impose any norm constraint on the kernel combination weights. However, the \( \ell_1 \)-norm and \( \ell_q (q > 1) \)-norm constraints are required in sparse MK-ELM (see Eq. (6)) and non-sparse MK-ELM (Eq. (18)) respectively to make the corresponding optimization problems bounded. We now theoretically show that the optimization problem in Eq. (20) can be reformulated as one similar to sparse MK-ELM, with only one crucial difference that a base radius weighted norm constraint is imposed on the kernel combination weights. By this way, the radius information is encoded, as stated in Theorem 2 (the proof can be found in the Appendix).

Theorem 1. Eq. (20) can be equivalently addressed by solving the following optimization problem in Eq. (21):
\[
\min_{\gamma} \min_{\beta} \frac{1}{2} \left\| \varepsilon + C \sum_{i=1}^{m} \| \xi_i \|^2 \right\|
\text{s.t. } \sum_{p=1}^{m} \beta_p^T \phi(x; \gamma) = y_i - \xi_i, \quad \forall i, \quad \sum_{p=1}^{m} \gamma_p R_i^2 = 1, \quad \gamma_p \geq 0, \quad \forall p.
\] (21)

As can be observed, the optimization problem in Eq. (21) is a joint-convex one and its Lagrangian function of Eq. (21) is as follows:
\[
L(\beta, \gamma, \lambda, \tau) = \frac{1}{2} \sum_{p=1}^{m} \left\| \beta_p \right\|^2 + C \sum_{i=1}^{m} \| \xi_i \|^2 - \sum_{i=1}^{m} \lambda_q \left( \sum_{p=1}^{m} \beta_p^T \phi(x; \gamma) - y_i + \xi_i \right) - \tau \left( \sum_{p=1}^{m} \gamma_p R_i^2 - 1 \right).
\] (22)

where \( \lambda \) and \( \tau \) are Lagrange multipliers. We omit the non-negative constraints on \( \gamma \) due to the fact that the non-negativity of \( \gamma \) will be automatically kept at each iteration in the optimization process.

Similarly, the Lagrange multipliers \( \lambda, \) which corresponds to the structural parameter of radius-incorporated MK-ELM in Eq. (21), can be obtained by solving Eq. (15). By taking the derivative of Eq. (22) with respect to \( \gamma_p (p = 1, \ldots, m) \) and letting it vanish, we update the optimal \( \gamma \) by
\[
\gamma_p = \frac{\left\| \beta_p \right\|_F}{R_p \sum_{i=1}^{m} \beta_p^T \phi(x; \gamma) - y_i + \xi_i}, \quad \forall p.
\] (23)

where \( \left\| \beta_p \right\|_F \) is defined as in Eq. (17). Note that the \( \left\| \beta_p \right\|_F (p = 1, \ldots, m) \) is weighted by \( R_p (p = 1, \ldots, m) \) in radius-incorporated MK-ELM, which is different from the sparse and non-sparse MK-ELM, where all \( \left\| \beta_p \right\|_F (p = 1, \ldots, m) \) are treated equally (see Eqs. (16) and (19)). The overall optimization algorithm for solving the radius-incorporated MK-ELM is presented in Algorithm 3.

Algorithm 3. The radius-incorporated MK-ELM.
1: \textbf{Input}: \( \{K_p\}_{p=1}^{m} \), \( \mathbf{y} \) and \( C \).
2: \textbf{Output}: \( \alpha \) and \( \gamma \).
3: \textbf{Initialize}: \( \gamma = \gamma^0 \) and \( t = 0 \).
4: \textbf{Calculate}: \( R_i (p = 1, \ldots, m) \) with \( K_p (\mathbf{y}) \).
5: \textbf{repeat}
6: \textbf{Compute}: \( K(\cdot, \cdot; \gamma) = \sum_{p=1}^{m} R_p K_p \).
7: \textbf{Update} \( \alpha \) by solving Eq. (15).
8: \textbf{Update} \( \gamma^{t+1} \) by Eq. (23).
9: \( t = t + 1 \).
10: \textbf{until} \( \max(|\gamma^{t+1} - \gamma^t|) \leq 1e-4 \)

After we obtain the optimal \( \alpha^* \) and \( \gamma^* \) by Algorithms 1, 2 or 3, the decision score of sparse (non-sparse and radius-incorporated) MK-ELM on a sample \( \mathbf{x} \) can be expressed as
\[
f(x) = [f_1(x), \ldots, f_T(x)]
\] (24)
where
\[
f_c(x) = \sum_{i=1}^{n} \alpha^*_c \sum_{p=1}^{m} \gamma^*_p K_p(x, x), \quad 1 \leq c \leq T.
\] (25)
Finally, the index corresponding to the highest value of \( f(\mathbf{x}) \) is considered as the label of \( \mathbf{x} \).

### 3.4. Discussion

We end this section by discussing the differences between our proposed MK-ELM and SVM based MKL algorithms [19,20] and LSSVM based MKL algorithms [30].

The differences between the proposed MK-ELM and SVM based MKL algorithms [19,20] can be summarized as follows: (1) the strategies in handling multi-class classification tasks. The objective function of the proposed MK-ELM is directly designed for multi-class classification problems, while the OAO or OAA strategy is used in [19,20]. This difference allows MK-ELM to achieve better classification performance than SVM based MKL algorithms. (2) Computational efficiency. For the proposed MK-ELM, a matrix inverse operation is involved at each iteration, while \( T \) (\( T \) is the number of classes) constrained quadratic programming (QP) problems are required to be solved at each iteration when using OAA strategy for SVM based MKL algorithms [19,20]. Such difference makes the proposed MK-ELM much more computationally efficient than SVM based MKL algorithms at each iteration. (3) Easy-implementation. Our proposed MK-ELM algorithms are easy to implement via a matrix inverse operation. In contrast, a constrained QP solver is needed in SVM based MKL algorithms [19,20].

Now we highlight the differences between the proposed MK-ELM and LSSVM based MKL algorithms [30] as follows: (1) milder optimization constraints. Though the proposed MK-ELM and LSSVM based MKL algorithms have the same objective function, there is no bias term used in MK-ELM (see the constraints in Eq. [6] for the details), while the bias term is applied in [30]. The application of this bias term incurs additional equality constraints on the dual problem of LSSVM based MKL algorithms. However, MK-ELM does not have these additional constraints. This makes the proposed MK-ELM have milder optimization constraints than LSSVM based MKL algorithms [30], and thus, compared to the optimization problem of MK-ELM, the solution obtained by LSSVM based MKL algorithms is suboptimal [6]. (2) The strategies in handling multi-class classification tasks are different. Again, these two algorithms differ in handling multi-class classification tasks, as mentioned above.

### 4. Experimental results

#### 4.1. Experimental settings

Our experiment is composed of two parts. The first part compares the proposed sparse MK-ELM (\( \ell_1 \)-MK-ELM) and radius-incorporated MK-ELM with several state-of-the-art MKL algorithms, including \( \ell_1 \)-MK-SVM [19], \( \ell_1 \)-MK-FDA [23] and \( \ell_1 \)-MK-LSSVM [30]. The best results achieved by each single kernel of these algorithms are also reported as a reference. The second part evaluates the proposed non-sparse MK-ELM against the non-sparse MK-SVM [20] and non-sparse MK-FDA [24]. We implement the proposed sparse MK-ELM, radius-incorporated MK-ELM and non-sparse MK-ELM by ourselves, while the codes for other algorithms are downloaded from the authors’ web sites.

We compare the performance of the above-mentioned algorithms based on (1) classification performance, including both classification accuracy (ACC) and the widely used mean average precision (mAP), and (2) learning time cost (including cross-validation and training time), to demonstrate both the effectiveness and the computational efficiency of the proposed MK-ELM algorithms. In our experiments, the regularization parameter for each algorithm is chosen from an appropriately large \([10^{-3}, 10^{-1}, \ldots, 10^1}]\) by its performance on a separated validation set or 5-fold cross-validation on the training data. All experiments are conducted on a high performance cluster server, where each node has 2.3 GHz CPU and 16 GB memory.

#### 4.2. Data sets

The aforementioned MKL algorithms are evaluated on three benchmark MKL data sets and a real world application data set, including the protein fold prediction data set,\(^6\) the Oxford Flower17 data set,\(^7\) the Caltech101 data set\(^8\) and Alzheimer’s disease data set [36].

Protein fold prediction is a multi-source and multi-class data set based on a subset of the PDB-40D SCOP collection. It contains 12 different feature spaces, including composition, secondary, hydrophobicity, volume, polarity, polarizability, L1, L4, L14, L30, SWBiosum62 and SWPam50. It is a typical multiple source integration classification problem and this data set has been widely adopted in the MKL community [37–39]. Similar to the protein folding prediction, the Oxford Flowers and Caltech101 are also two multi-class benchmark data sets, which are used to evaluate the performance of MKL algorithms [40,37,38,20].

Besides the three benchmarks, we also compare the MKL algorithms on Alzheimer’s disease data set [36], which uses four heterogeneous data sources, including cerebrospinal fluid (CSF) biomarkers, the left hippocampal shapes, the right hippocampal shapes and the brain regional gray matter volumes. In detail, each datum is represented by 229 features, which include three CSF biomarkers, 63 left hippocampal shape features, 63 right hippocampal shape features, and 100 regional gray matter volumes. The above MKL algorithms are applied to differentiate different clinical groups based on their baseline scanning, including mild cognitive impairment (MCI) versus normal controls (NC), prodromal mild cognitive impairment (PMCI) versus NC, and PMCI versus stable mild cognitive impairment (SMCI), as detailed in the lower portion of Table 1.

For Caltech101, the base kernel matrices have been pre-computed [39]. For protein, Flower17 and Alzheimer’s disease data sets, the original data or dissimilar matrices are used to generate the base kernel matrices as follows. For each data source or dissimilar matrix, four types of kernels are applied: the Gaussian kernel (i.e., \( k(\mathbf{x}, \mathbf{x}) = \exp(-||\mathbf{x} - \mathbf{x}||^2/\sigma^2) \)), Laplacian kernel (i.e., \( k(\mathbf{x}, \mathbf{x}) = \exp(-\langle x_i - x_j \rangle^2/\sigma) \)), inverse square distance kernel (i.e., \( k(\mathbf{x}, \mathbf{x}) = 1/(||\mathbf{x} - \mathbf{x}||^2/\sigma^2 + 1) \)), and inverse distance kernel (i.e., \( k(\mathbf{x}, \mathbf{x}) = 1/(||\mathbf{x} - \mathbf{x}||/\sigma + 1) \)), where \( \sigma \) is the kernel parameter. They represent different ways to utilize the Euclidean distance between two samples. In our experiments, five kernel parameters \( \sigma_{0} \) (i.e., \( \sigma_{0} \) is the set of the MKL algorithms compared in our experiment, where \( \sigma_{0} \) is the number of data sources. The detailed information about these data sets is presented in Table 1.

Following the same setting in [24], the experiments on protein, Flower17 and Caltech101 are repeated 10, 10 and three times, respectively. For Alzheimer’s disease data sets, we repeat the
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experiments 100 times due to the scarcity of samples. The mean accuracy and standard deviation are reported. To conduct a rigorous comparison, the paired Student’s t-test is performed. The p-value of the pairwise t-test represents the probability that two sets of compared results come from distributions with an equal mean. A p-value of 0.05 is considered statistically significant.

4.3. Comparison of sparse MKL algorithms

4.3.1. Results on protein fold prediction

Table 2 reports the results of sparse MKL on protein fold prediction data set, where the upper and lower parts correspond to classification accuracy (ACC) and mean average precision (mAP), respectively.

For the upper part of Table 2, each cell has four elements which represent mean accuracy, standard deviation, p-value obtained by statistical test and the training time. We have the following observations:

1. The proposed $\ell_1$-MK-ELM and $\ell_1$-MK-LSSVM [30] achieve the best classification accuracy, which is much better than $\ell_1$-MK-SVM [19] and $\ell_1$-MK-FDA [23]. Moreover, the radius-incorporated MK-ELM further improves the classification accuracy of $\ell_1$-MK-ELM, indicating the effectiveness of incorporating the radius information.

2. The proposed radius-incorporated MK-ELM obtains the highest mAP among all the compared MKL algorithms, where 4.32% improvement is gained over the second best one. Also, the statistical test results validate that the improvement is significant.

3. The computational cost of the proposed $\ell_1$-MK-ELM and the radius-incorporated MK-ELM is much lower than that of MK-LSSVM [30]. Specifically, it takes MK-LSSVM [30] $8.24e+003$ s to finish the training procedure, which is approximately three and two times longer than that of $\ell_1$-MK-ELM and radius-incorporated MK-ELM, respectively.

4.3.2. Results on Oxford Flower17

As seen in Table 3, $\ell_1$-MK-ELM achieves a slight improvement over MK-LSSVM [30] in terms of classification accuracy, and this improvement is further raised to 3.73% by radius-incorporated MK-ELM, again indicating the importance of incorporating the radius information. Similar results can be observed on mAP, where $\ell_1$-MK-ELM and the radius-incorporated MK-ELM obtain 0.94% and 3.75% improvement over the second best one, respectively. In addition, the computational efficiency is compared among the algorithms that achieve comparable classification performance. The result again shows the efficiency of the proposed algorithms, as presented in the last row of each cell.

4.3.3. Results on Caltech101

Table 4 gives the results on Caltech101. From this table, we once again observe that the best performance is achieved by the proposed $\ell_1$-MK-ELM and the radius-incorporated MK-ELM. In addition, the training time of MK-LSSVM [30] is approximately five and three times longer than $\ell_1$-MK-ELM and the radius-incorporated MK-ELM, respectively.

4.3.4. Results on Alzheimer’s disease

The results on Alzheimer’s disease data sets are reported in Table 5. We observe that our proposed algorithms achieve significant
improvement over the other algorithms in terms of classification accuracy on the tasks of MCI vs. NC and PMCI vs. SMCI. Specifically, compared with 1-MK-LSSVM [30], the radius-incorporated MK-ELM improves the classification accuracy by 2.32% while only consuming one-sixth of its training time on MCI vs. NC. Also, the radius-incorporated MK-ELM achieves 4.04% improvement over 1-MK-LSSVM [30] although taking twice the computational cost. Similar conclusions can be drawn for PMCI vs. SMCI.

Overall, we can draw the following conclusions from the above experimental results:

1. The proposed 1-MK-ELM and the radius-incorporated MK-ELM achieve statistically comparable or much better performance when compared with other state-of-the-art MKL algorithms. Moreover, the radius-incorporated MK-ELM can usually further improve the performance of 1-MK-ELM. The improvement in classification performance is attributed to the manner in which it deals with multi-class tasks. Specifically, the MK-ELM is directly designed for solving multi-class problems while the OAA strategy is used in 1-MK-SVM and 1-MK-LSSVM. This allows MK-ELM to achieve better classification performance, as validated by the experimental results.

2. The proposed 1-MK-ELM and the radius-incorporated MK-ELM are usually more computationally efficient than 1-MK-SVM [19] and 1-MK-LSSVM [30]. The computational efficiency of the proposed MK-ELM is due to the fact that only a matrix inverse operation is needed while T (T is the number of classes) constrained QP problems need to be solved at each iteration in 1-MK-SVM and 1-MK-LSSVM.

3. Considering the ratio of classification performance to computational cost, the proposed MK-ELM variants are clearly the best ones.

4.4. Comparison of non-sparse MKL algorithms

In this section, we compare the proposed 1-MK-ELM with existing non-sparse MKL algorithms, including 1-MK-SVM [20] and 1-MK-FDA [24]. By following the setting in [24], the parameter q which controls the sparsity of base kernel combination is taken from {32, 31, 16/15, 8/7, 4/3, 2, 4, 8, 16}. The other settings follow the previous experiments.

4.4.1. Results on protein fold prediction

Table 6 reports the experimental results of non-sparse MKL algorithms with different norms. From this table, we observe that:

- The proposed 1-MK-ELM usually obtains comparable or better classification performance when compared with the others. Specifically, our proposed algorithm significantly outperforms
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Table 4

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>64.73 ± 2.11</td>
<td>65.21 ± 1.89</td>
<td>63.78 ± 2.41</td>
<td>57.13 ± 1.48</td>
</tr>
<tr>
<td>mAP</td>
<td>65.92 ± 2.05</td>
<td>66.38 ± 1.96</td>
<td>64.67 ± 2.45</td>
<td>63.06 ± 2.47</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>83.08 ± 5.37</td>
<td>83.35 ± 5.58</td>
<td>84.10 ± 5.46</td>
<td>81.90 ± 4.96</td>
</tr>
<tr>
<td>mAP</td>
<td>67.37 ± 6.05</td>
<td>67.54 ± 5.81</td>
<td>66.46 ± 5.04</td>
<td>65.62 ± 5.82</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>64.73 ± 2.11</td>
<td>65.21 ± 1.89</td>
<td>63.78 ± 2.41</td>
<td>57.13 ± 1.48</td>
</tr>
<tr>
<td>mAP</td>
<td>65.92 ± 2.05</td>
<td>66.38 ± 1.96</td>
<td>64.67 ± 2.45</td>
<td>63.06 ± 2.47</td>
</tr>
</tbody>
</table>

---

This validates the advantages of ℓq-MKL algorithms comparison with statistical test on the protein fold prediction data set. The four rows of each cell represent ACC/mAP, standard derivation, p-value and training time (in seconds), respectively. Boldface means no statistical difference from the best one (p-value ≥ 0.05).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>q = 1/2</th>
<th>q = 1/4</th>
<th>q = 1/8</th>
<th>q = 1/16</th>
<th>q = 2</th>
<th>q = 4</th>
<th>q = 8</th>
<th>q = 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ℓq-MKL-ELM (proposed)</td>
<td>65.56</td>
<td>66.27</td>
<td>67.00</td>
<td>65.98</td>
<td>64.46</td>
<td>63.19</td>
<td>63.32</td>
<td>63.37</td>
</tr>
<tr>
<td></td>
<td>±1.66</td>
<td>±1.20</td>
<td>±1.13</td>
<td>±1.07</td>
<td>±0.61</td>
<td>±0.99</td>
<td>±0.95</td>
<td>±0.99</td>
</tr>
<tr>
<td>ℓq-MKL-SVM [20]</td>
<td>65.74</td>
<td>65.98</td>
<td>66.05</td>
<td>64.78</td>
<td>64.31</td>
<td>63.08</td>
<td>63.03</td>
<td>62.90</td>
</tr>
<tr>
<td></td>
<td>±1.69</td>
<td>±1.60</td>
<td>±1.44</td>
<td>±1.53</td>
<td>±1.27</td>
<td>±1.41</td>
<td>±1.14</td>
<td>±1.35</td>
</tr>
<tr>
<td>ℓq-MKL-FDA [24]</td>
<td>65.99</td>
<td>67.58</td>
<td>67.70</td>
<td>65.72</td>
<td>53.99</td>
<td>51.44</td>
<td>53.29</td>
<td>52.90</td>
</tr>
<tr>
<td></td>
<td>±1.69</td>
<td>±1.42</td>
<td>±1.30</td>
<td>±1.31</td>
<td>±1.93</td>
<td>±1.67</td>
<td>±1.59</td>
<td>±1.68</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1.67e+03</td>
<td>0.76e+03</td>
<td>0.40e+03</td>
<td>0.15e+03</td>
<td>0.07e+03</td>
<td>0.07e+03</td>
<td>0.07e+03</td>
<td>0.06e+03</td>
</tr>
</tbody>
</table>

mAP

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>q = 1/2</th>
<th>q = 1/4</th>
<th>q = 1/8</th>
<th>q = 1/16</th>
<th>q = 2</th>
<th>q = 4</th>
<th>q = 8</th>
<th>q = 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ℓq-MKL-ELM (proposed)</td>
<td>70.32</td>
<td>70.36</td>
<td>70.07</td>
<td>69.05</td>
<td>67.18</td>
<td>66.86</td>
<td>66.55</td>
<td>64.43</td>
</tr>
<tr>
<td></td>
<td>±1.17</td>
<td>±1.49</td>
<td>±0.93</td>
<td>±0.89</td>
<td>±1.14</td>
<td>±1.08</td>
<td>±0.91</td>
<td>±0.95</td>
</tr>
<tr>
<td>ℓq-MKL-SVM [20]</td>
<td>69.88</td>
<td>69.71</td>
<td>68.95</td>
<td>67.57</td>
<td>66.50</td>
<td>65.96</td>
<td>65.86</td>
<td>65.80</td>
</tr>
<tr>
<td></td>
<td>±1.04</td>
<td>±0.83</td>
<td>±0.83</td>
<td>±1.17</td>
<td>±1.09</td>
<td>±1.06</td>
<td>±1.06</td>
<td>±1.04</td>
</tr>
<tr>
<td>ℓq-MKL-FDA [24]</td>
<td>69.13</td>
<td>69.56</td>
<td>69.32</td>
<td>68.44</td>
<td>67.24</td>
<td>66.75</td>
<td>66.27</td>
<td>66.45</td>
</tr>
<tr>
<td></td>
<td>±1.07</td>
<td>±1.03</td>
<td>±0.86</td>
<td>±1.11</td>
<td>±1.29</td>
<td>±1.06</td>
<td>±1.00</td>
<td>±0.96</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>1.00</td>
<td>0.26</td>
<td>0.31</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Fig. 1. Comparison classification performance of the proposed ℓq-MKL-ELM, ℓq-MKL-SVM [20] and ℓq-MKL-FDA [24] with the variation of q on Protein Fold Prediction data set. (a) ACC, (b) mAP.

The proposed ℓq-MKL-ELM is consistently more computationally efficient than ℓq-MKL-SVM [20] with the variation of q.

To better illustrate the experimental results, Fig. 1 plots the classification performance of the above MKL algorithms with the variation of q. As can be seen, the proposed ℓq-MKL-ELM is usually at the top, indicating its overall comparable or better classification performance. This validates the advantages of ℓq-MKL-ELM in handling multi-class classification problems.

4.4.2. Results on Oxford Flower17

The results of non-sparse MKL algorithms on Oxford Flower17 are reported in Table 7. As can be observed, the proposed ℓq-MKL-ELM achieves comparable performance with ℓq-MKL-SVM [20] by incurring much less computational cost. In addition, the proposed algorithm shows significantly better classification performance when compared with ℓq-MKL-FDA [24] as q increases. Similar results on the classification performance can also be found in Fig. 2.

4.4.3. Results on Caltech101

We report the result on Caltech101 in Table 8. From this table, we observe that the proposed ℓq-MKL-ELM obtains significantly better mAP and comparable classification accuracy when compared with ℓq-MKL-SVM [20]. Furthermore, ℓq-MKL-ELM is statistically better than ℓq-MKL-FDA [24] in terms of both classification accuracy and mAP. In regard to the computational aspect, the training time required by ℓq-MKL-SVM [20] is approximately 40 times longer than that of ℓq-MKL-ELM, which evidences the computational efficiency of the proposed algorithm.

Fig. 3 shows three graphs corresponding to the classification performance of the three algorithms with the variation of q. From Fig. 3(b), we observe that our algorithm gains a significant improvement in terms of mAP over the other ones, while
Table 7
Non-sparse MKL algorithms comparison with statistical test on Oxford Flower17 data set. The four rows of each cell represent ACC/mAP, standard derivation, p-value and training time (in seconds), respectively. Boldface means no statistical difference from the best one (p-value \( \geq 0.05 \)).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>q ( = \frac{12}{4} )</th>
<th>q ( = \frac{16}{4} )</th>
<th>q ( = \frac{16}{8} )</th>
<th>q ( = \frac{32}{8} )</th>
<th>q = 2</th>
<th>q = 4</th>
<th>q = 8</th>
<th>q = 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ell_q )-MK-ELM (proposed)</td>
<td>80.98 ( \pm 1.67 )</td>
<td>81.67 ( \pm 2.38 )</td>
<td>82.16 ( \pm 2.17 )</td>
<td>82.84 ( \pm 1.72 )</td>
<td>83.24 ( \pm 1.64 )</td>
<td>83.63 ( \pm 1.87 )</td>
<td>83.53 ( \pm 1.79 )</td>
<td>83.53 ( \pm 1.79 )</td>
</tr>
<tr>
<td>( \ell_q )-MK-SVM [20]</td>
<td>81.47 ( \pm 0.78 )</td>
<td>81.57 ( \pm 1.67 )</td>
<td>82.25 ( \pm 1.45 )</td>
<td>83.43 ( \pm 2.00 )</td>
<td>83.82 ( \pm 1.79 )</td>
<td>84.19 ( \pm 1.89 )</td>
<td>83.92 ( \pm 2.06 )</td>
<td>83.82 ( \pm 2.06 )</td>
</tr>
<tr>
<td>( \ell_q )-MK-FDA [24]</td>
<td>78.92 ( \pm 0.95 )</td>
<td>78.14 ( \pm 0.61 )</td>
<td>78.73 ( \pm 0.74 )</td>
<td>79.80 ( \pm 1.36 )</td>
<td>80.50 ( \pm 1.28 )</td>
<td>80.59 ( \pm 1.79 )</td>
<td>80.59 ( \pm 1.79 )</td>
<td>80.59 ( \pm 1.79 )</td>
</tr>
<tr>
<td>mAP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ell_q )-MK-ELM (proposed)</td>
<td>87.91 ( \pm 0.05 )</td>
<td>88.21 ( \pm 0.09 )</td>
<td>88.74 ( \pm 0.07 )</td>
<td>89.44 ( \pm 0.01 )</td>
<td>89.91 ( \pm 0.00 )</td>
<td>90.06 ( \pm 0.00 )</td>
<td>90.08 ( \pm 0.10 )</td>
<td>90.10 ( \pm 0.10 )</td>
</tr>
<tr>
<td>( \ell_q )-MK-SVM [20]</td>
<td>88.40 ( \pm 1.22 )</td>
<td>88.50 ( \pm 1.30 )</td>
<td>88.84 ( \pm 1.46 )</td>
<td>89.36 ( \pm 1.55 )</td>
<td>89.73 ( \pm 1.50 )</td>
<td>89.92 ( \pm 1.52 )</td>
<td>89.97 ( \pm 1.55 )</td>
<td>90.00 ( \pm 1.55 )</td>
</tr>
<tr>
<td>( \ell_q )-MK-FDA [24]</td>
<td>87.73 ( \pm 1.40 )</td>
<td>87.92 ( \pm 1.57 )</td>
<td>88.02 ( \pm 1.01 )</td>
<td>88.69 ( \pm 1.59 )</td>
<td>89.71 ( \pm 1.59 )</td>
<td>90.02 ( \pm 1.52 )</td>
<td>90.06 ( \pm 1.52 )</td>
<td>90.08 ( \pm 1.52 )</td>
</tr>
</tbody>
</table>

Fig. 2. Comparison classification performance of the proposed \( \ell_q \)-MK-ELM, \( \ell_q \)-MK-SVM [20] and \( \ell_q \)-MK-FDA [24] with the variation of q on Oxford Flower17 data set. (a) ACC. (b) mAP.

Table 8
Non-sparse MKL algorithms comparison with statistical test on Caltech101 data set. The four rows of each cell represent ACC/mAP, standard derivation, p-value and training time (in seconds), respectively. Boldface means no statistical difference from the best one (p-value \( \geq 0.05 \)).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>q ( = \frac{12}{4} )</th>
<th>q ( = \frac{16}{4} )</th>
<th>q ( = \frac{16}{8} )</th>
<th>q ( = \frac{32}{8} )</th>
<th>q = 2</th>
<th>q = 4</th>
<th>q = 8</th>
<th>q = 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ell_q )-MK-ELM (proposed)</td>
<td>64.05 ( \pm 1.64 )</td>
<td>63.89 ( \pm 1.55 )</td>
<td>63.75 ( \pm 1.51 )</td>
<td>63.63 ( \pm 1.21 )</td>
<td>63.81 ( \pm 1.07 )</td>
<td>63.69 ( \pm 0.93 )</td>
<td>63.78 ( \pm 0.93 )</td>
<td>63.80 ( \pm 0.90 )</td>
</tr>
<tr>
<td>( \ell_q )-MK-SVM [20]</td>
<td>64.12 ( \pm 1.85 )</td>
<td>64.74 ( \pm 1.55 )</td>
<td>65.14 ( \pm 1.27 )</td>
<td>65.47 ( \pm 0.98 )</td>
<td>66.47 ( \pm 0.88 )</td>
<td>65.34 ( \pm 0.89 )</td>
<td>65.34 ( \pm 0.92 )</td>
<td>63.27 ( \pm 0.91 )</td>
</tr>
<tr>
<td>( \ell_q )-MK-FDA [24]</td>
<td>56.45 ( \pm 1.77 )</td>
<td>56.30 ( \pm 1.45 )</td>
<td>56.11 ( \pm 2.32 )</td>
<td>57.56 ( \pm 1.17 )</td>
<td>60.42 ( \pm 1.69 )</td>
<td>61.82 ( \pm 1.65 )</td>
<td>61.82 ( \pm 1.65 )</td>
<td>61.82 ( \pm 1.65 )</td>
</tr>
<tr>
<td>mAP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ell_q )-MK-ELM (proposed)</td>
<td>65.29 ( \pm 1.74 )</td>
<td>64.97 ( \pm 1.57 )</td>
<td>64.74 ( \pm 1.40 )</td>
<td>64.73 ( \pm 1.27 )</td>
<td>64.83 ( \pm 1.20 )</td>
<td>64.89 ( \pm 1.17 )</td>
<td>64.89 ( \pm 1.17 )</td>
<td>64.88 ( \pm 1.16 )</td>
</tr>
<tr>
<td>( \ell_q )-MK-SVM [20]</td>
<td>64.59 ( \pm 2.01 )</td>
<td>64.14 ( \pm 1.83 )</td>
<td>63.70 ( \pm 1.50 )</td>
<td>63.55 ( \pm 1.29 )</td>
<td>63.39 ( \pm 1.27 )</td>
<td>63.34 ( \pm 1.25 )</td>
<td>63.34 ( \pm 1.24 )</td>
<td>63.34 ( \pm 1.24 )</td>
</tr>
<tr>
<td>( \ell_q )-MK-FDA [24]</td>
<td>62.94 ( \pm 2.19 )</td>
<td>62.75 ( \pm 1.65 )</td>
<td>62.52 ( \pm 1.38 )</td>
<td>62.64 ( \pm 1.16 )</td>
<td>63.70 ( \pm 1.17 )</td>
<td>64.49 ( \pm 1.13 )</td>
<td>64.49 ( \pm 1.13 )</td>
<td>64.49 ( \pm 1.13 )</td>
</tr>
<tr>
<td></td>
<td>0.01 ( \pm 0.00 )</td>
<td>0.00 ( \pm 0.00 )</td>
<td>0.00 ( \pm 0.00 )</td>
<td>0.00 ( \pm 0.00 )</td>
<td>0.00 ( \pm 0.00 )</td>
<td>0.00 ( \pm 0.00 )</td>
<td>0.00 ( \pm 0.00 )</td>
<td>0.00 ( \pm 0.00 )</td>
</tr>
</tbody>
</table>
comparable or slightly better classification accuracy is achieved by our algorithm in Fig. 3(a).

Altogether, the better classification performance and computational efficiency of the proposed $\epsilon_q$-MK-ELM on protein fold predication, Oxford Flower17 and Caltech101 again demonstrates its advantage. In sum, the proposed MK-ELM algorithm is the overall best one when taking both classification performance and computational cost into account.

5. Conclusions

In this paper, we propose a multiple kernel extension for the extreme learning machine to allow it to better handle kernel tuning and heterogeneous data source integration. We first propose a sparse MK-ELM algorithm by imposing an $\epsilon_q$-norm constraint on the base kernel combination weights, and then extend it to the non-sparse case. After that, a radius-incorporated variant is proposed by integrating the radius information into ELM formulations. Three efficient algorithms are proposed to solve the resulting optimization problems. Comprehensive experiments are conducted to compare the proposed algorithms with existing state-of-the-art MKL algorithms in both sparse and non-sparse scenarios. As the experimental results indicate the proposed algorithms demonstrate comparable or better performance while requiring much less computational cost. In the future, we plan to improve the MK-ELM by integrating the correlation of base kernels into the formulations of existing MK-ELM [41].
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Appendix A. The derivation of $\gamma$ for sparse MK-ELM

The Lagrangian function of sparse MK-ELM is

\[
L_1(\beta, \xi, \gamma) = \frac{1}{2} \sum_{p=1}^{m} \|\beta_p\|_F^2 + \frac{C}{2} \sum_{i=1}^{n} \|\xi_i\|^2 - \sum_{i=1}^{n} \sum_{p=1}^{m} a_p \left( \sum_{p=1}^{m} \beta_p^\top \phi_p(x_i) - y_i + \xi_i \right) + \tau \left( \sum_{p=1}^{m} \gamma_p - 1 \right). \tag{A.1}
\]

By taking the derivative of Eq. (A.1) with respect to $\gamma_p (p = 1, \ldots, m)$ and let it vanish, we obtained

\[
- \frac{1}{2} \frac{\|\beta_p\|_F^2}{\gamma_p} + \tau = 0, \quad p = 1, \ldots, m. \tag{A.2}
\]

By combining Eq. (A.2) and $\sum_{p=1}^{m} \gamma_p = 1$, we have

\[
\gamma_p = \frac{\|\beta_p\|_F^2}{\sum_{p=1}^{m} \|\beta_p\|_F^2 + \tau}, \quad p = 1, \ldots, m, \tag{A.3}
\]

which completes the derivation.

Appendix B. The derivation of $\gamma$ for non-sparse MK-ELM

The Lagrangian function of non-sparse MK-ELM is

\[
L_2(\beta, \xi, \gamma) = \frac{1}{2} \sum_{p=1}^{m} \|\beta_p\|_F^2 + \frac{C}{2} \sum_{i=1}^{n} \|\xi_i\|^2 - \frac{1}{r_p} \sum_{i=1}^{n} \sum_{p=1}^{m} a_p \left( \sum_{p=1}^{m} \beta_p^\top \phi_p(x_i) - y_i + \xi_i \right) + \frac{1}{r_p} \left( \sum_{p=1}^{m} \gamma_p - 1 \right). \tag{B.1}
\]

By taking the derivative of Eq. (B.1) with respect to $r_p (p = 1, \ldots, m)$ and let it vanish, we obtained

\[
- \frac{1}{2} \frac{\|\beta_p\|_F^2}{r_p^2} + q r_p^{-1} = 0, \quad p = 1, \ldots, m. \tag{B.2}
\]

By combining Eq. (B.2) and $\sum_{p=1}^{m} r_p = 1$, we have

\[
\gamma_p = \frac{\|\beta_p\|_F^2}{r_p^2 + q r_p^{-1}}, \quad p = 1, \ldots, m, \tag{B.3}
\]

which completes the derivation.

Appendix C. Proof of Theorem 1

The objective function of the radius-incorporated MK-ELM is presented in the following equation:

\[
\min_{\gamma} \min_{\beta_k} \frac{1}{2} \sum_{p=1}^{m} \gamma_p r_p^2 \left( \sum_{p=1}^{m} \|\beta_p\|_F^2 \right) + \frac{C}{2} \sum_{i=1}^{n} \|\xi_i\|^2
\]

s.t. $\sum_{p=1}^{m} \gamma_p r_p = 1$, $\gamma_p \geq 0, \quad p = 1, \ldots, m$. \tag{C.1}
Firstly, by defining \( \beta_p \triangleq \hat{\beta}_p / \sqrt{r_p} \), \( p = 1, \ldots, m \), we reformulate Eq. (C.1) as
\[
\min_{\gamma} \mathcal{J}(\gamma) \quad \text{s.t. } \gamma_p \geq 0, \quad p = 1, \ldots, m,
\]
where
\[
\mathcal{J}(\gamma) = \left\{ \min_{\beta} \frac{1}{2} \left( \sum_{p=1}^{m} r_p \beta_p^2 \right) + \frac{1}{2} \sum_{i=1}^{m} \| \mathbf{y}_i - \phi(\mathbf{x}_i; \gamma) \|^2 \right\}^2
\]
\[
\text{s.t. } \beta^* \phi(\mathbf{x}_i; \gamma) = y_i - \xi_i, \quad i = 1, \ldots, n.
\]
In order to prove Theorem 2, we firstly give the following Proposition 1. Its proof can be found in our previous work [27].

**Proposition 1.** \( \mathcal{J}(\gamma) = \mathcal{J}(\gamma) \), where \( \mu \) is any positive scalar.

**Theorem 2.** Eq. (20) can be equivalently addressed by solving the following optimization problem:
\[
\min_{\beta} \mathcal{J}(\gamma) = \left\{ \min_{\beta} \frac{1}{2} \left( \sum_{p=1}^{m} r_p \beta_p^2 \right) + \frac{1}{2} \sum_{i=1}^{m} \| \mathbf{y}_i - \phi(\mathbf{x}_i) \|^2 \right\}^2
\]
\[
\text{s.t. } \sum_{p=1}^{m} r_p \beta_p^2 = 1, \quad r_p \geq 0, \quad p = 1, \ldots, m.
\]

**Proof.** By defining \( \hat{\beta}_p \triangleq \sqrt{\sum_{p=1}^{m} r_p \beta_p^2} \beta_p \), \( p = 1, \ldots, m \), Eq. (C.2) can be transformed to
\[
\mathcal{J}(\gamma) = \left\{ \min_{\beta} \frac{1}{2} \left( \sum_{p=1}^{m} r_p \beta_p^2 \right) + \frac{1}{2} \sum_{i=1}^{m} \| \mathbf{y}_i - \phi(\mathbf{x}_i) \|^2 \right\}^2
\]
\[
\times \left( \mathbf{x}_i / \gamma \right) \left( \sum_{p=1}^{m} r_p \beta_p^2 \right) = y_i - \xi_i, \quad i = 1, \ldots, n.
\]
Then, defining \( \eta \triangleq \gamma / \sum_{p=1}^{m} r_p \beta_p^2 \), we have \( \sum_{p=1}^{m} \eta_p r_p \beta_p^2 = 1 \). Also, by following Proposition 1, we can obtain \( \mathcal{J}(\gamma) = \mathcal{J}(\gamma / \sum_{p=1}^{m} r_p \beta_p^2) = \mathcal{J}(\eta) \). Hence, Eq. (C.5) can be written as
\[
\mathcal{J}(\eta) = \left\{ \min_{\beta} \frac{1}{2} \left( \sum_{p=1}^{m} \| \mathbf{y}_i - \phi(\mathbf{x}_i; \eta) \|^2 \right\}^2
\]
\[
\times \left( \mathbf{x}_i / \gamma \right) \left( \sum_{p=1}^{m} \eta_p r_p \beta_p^2 \right) = y_i - \xi_i, \quad i = 1, \ldots, n
\]
with constraints \( \sum_{p=1}^{m} \eta_p r_p \beta_p^2 = 1 \). \( \eta_p \geq 0, \quad p = 1, \ldots, m \), which is exactly the optimization problem in Eq. (C.4). This completes the proof. \( \square \)

**Appendix D. The derivation of \( \gamma \) for radius-incorporated MK-ELM**

The Lagrangian function of radius-incorporated MK-ELM is as follows:
\[
L_3(\hat{\beta}, \xi, \gamma) = \frac{1}{2} \sum_{p=1}^{m} \| \hat{\beta}_p \|^2 + \frac{1}{2} \sum_{i=1}^{m} \| \mathbf{y}_i - \phi(\mathbf{x}_i) \|^2
\]
\[
- \sum_{i=1}^{m} \xi_i \left( \sum_{p=1}^{m} \hat{\beta}_p \phi(\mathbf{x}_i) - y_i + \xi_i \right)
\]
\[
+ r \sum_{p=1}^{m} \gamma_p \beta_p^2.
\]
By taking the derivative of Eq. (D.1) with respect to \( \gamma_p \) \( (p = 1, \ldots, m) \) and let it vanish, we obtained
\[
- \frac{1}{2} \| \hat{\beta}_p \|^2 + r \gamma_p^2 = 0, \quad p = 1, \ldots, m.
\]
By combining Eq. (D.2) and \( \sum_{p=1}^{m} r_p \gamma_p^2 = 1 \), we have
\[
\gamma_p = - \frac{1}{r_p} \sum_{p=1}^{m} \| \hat{\beta}_p \|^2, \quad p = 1, \ldots, m.
\]
which completes the derivation.
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