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Abstract
Building upon the concept of $D_\alpha$ operator introduced by Atanassov (1989), this article proposes an improved objective approach and a hybrid approach to operationalize $D_\alpha$ so that the hesitation in an intuitionistic fuzzy number (IFN) can be further refined and characterized. Numerical experiments are carried out to demonstrate the features and novelty of the proposed approach compared to existing methods in the literature. The aim is to furnish an effective way to refine hesitations in intuitionistic fuzzy assessments for more reliable and confident decision aids.
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1. Introduction
Since Atanassov (1986) introduced intuitionistic fuzzy sets (IFSs), IFSs have been widely recognized as an important generalization of fuzzy sets (FSs) (Zadeh 1965). In addition to a membership function to express the degree of an element’s belongingness to a particular fuzzy set, an IFS includes a nonmembership function to reflect the degree of an element’s nonbelongingness to the set. Any remaining information that is not captured by these two functions in an IFS indicates the DM’s hesitation or indeterminacy in the assessment, often referred to as the intuitionistic fuzzy index (IFI) of an IFS.

Due to their flexibility in characterizing uncertainty in human cognitive processes, IFSs have been widely applied to group and multicriteria decision making problems arising in a wide range of fields (Atanassova 2006, Boran et al. 2009, Chen et al. 2011, Herrera et al. 2005, Tan & Chen 2010, Wang & Li 2012, Wang et al. 2011, Xu 2011, Xu & Chen 2011). In these decision approaches, an inevitable procedure is how to rank intuitionistic fuzzy numbers (IFNs) for making a final choice after assessments on decision alternatives are aggregated into IFNs.

Although different ranking methods have...
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been put forward, the score function introduced by Chen & Tan (1994) stands out as the most widely used basis for comparing IFNs. Their score function is defined as the difference between the membership and nonmembership function (See Definition 2.4) and, hence, does not account for hesitations inherent in IFN assessments. As pointed out by Chen (2011), other forms of score functions are also devised to handle multicriteria decision making under different environments.

Subsequently, an accuracy function (Hong & Choi 2000), defined as the sum of the membership and nonmembership functions (See Definition 2.5), is proposed to gauge the complement of the hesitation, but the ranking method typically takes a prioritized order (Wang et al. 2009, Li & Wang 2010). As such, if two IFNs can be differentiated by their score function values, the accuracy function is usually not entertained. In this case, the hesitation will be effectively excluded from the ranking process. This treatment may sometimes create problems, especially when an IFN contains a large hesitation, signifying the DM’s high uncertainty or risk level. Under such a condition, a simple discarding of hesitations in IFNs may yield risky or misleading recommendations. For instance, given two IFNs \( A = [0.1, 0] \) and \( B = [0.5, 0.5] \), the comparison result is \( A > B \) based on the score function approach (Chen & Tan 1994). From a voting perspective, IFN \( A \) can be roughly interpreted as 1 out of 10 “approval”, no “opposition”, and 9 out of 10 “abstentions”; IFN \( B \) can be loosely treated as 5 out of 10 “for” votes, 5 out of 10 “against” votes, and no “abstentions”. It is clear that \( A \) contains a significant amount of hesitations but \( B \) contains no hesitation at all. To obtain a more accurate ranking between these two IFNs, it is sensible to further characterize the 90% hesitations in \( A \) rather than completely discard it.

One way to handle hesitations in IFNs is the so-called \( D_\alpha \) operator proposed by Atanassov (1989, 1995, 2008). The essence of this operator is to split the hesitation into two parts, with one part being added to the membership function and the remaining part being attributed to the nonmembership function. This treatment basically reduces an IFN to a fuzzy number (FN) and the amount of hesitations that is attributed to the membership or nonmembership function depends on a parameter \( \alpha \). To further characterize hesitations, Liu & Wang (2007) extend Atanassov’s \( D_\alpha \) operator and furnish a dual-parameter operator \( F_{\alpha,\beta} \), where \( 0 \leq \alpha, \beta \leq 1 \) and \( \alpha + \beta \leq 1 \), and \( \alpha \) determines how much of the hesitation is attributed to the membership function and \( \beta \) establishes how much of the hesitation is ascribed to the nonmembership function. It is apparent that \( F_{\alpha,\beta} \) is reduced to \( D_\alpha \) if \( \alpha + \beta = 1 \). As such, Liu & Wang (2007)’s research includes Atanassov’s \( D_\alpha \) operator as a special case. In contrast to Atanassov’s \( D_\alpha \) operator that transforms an IFN to an FN, Liu & Wang (2007)’s approach converts an IFN with a larger IFI into an IFN with a smaller IFI after their operator is applied for a finite number of times. In addition, Liu & Wang (2007) prove that the limit of their dual-parameter operator is equivalent to a specific \( D_\alpha \) operator.

While Atanassov (1989, 1995, 2008) and Liu & Wang (2007) have introduced the \( D_\alpha \) and \( F_{\alpha,\beta} \) operators and investigate their generic properties, no specific formulas are furnished to
determine the values of $\alpha$ and/or $\beta$. This deficiency makes it hard for an analyst to apply these operators in decision problems involving IFN assessments with large hesitations. To address this issue, Wang et al. (2007) proposed different approaches to characterize the $D\alpha$ operator. After examining these existing methods and pointing out their technical deficiencies, this article puts forward a novel hybrid approach to refine the hesitation in an IFN.

The rest of the article is organized as follows, Section 2 furnishes the basics of IFSs and the associated $D\alpha$ operator and Section 3 reviews existing methods in implementing this operator. Section 4 proposes an improved formula for $\alpha$ and carries out comparative studies between existing and the proposed method. Section 5 describes a hybrid approach to operationalizing $D\alpha$ and the paper concludes with some comments in Section 6.

2. Preliminaries

In this section, some basic concepts of FSs and IFSs and the associated operator $D\alpha$ are introduced to facilitate future discussions.

**Definition 2.1** Let $X$ be a fixed set of universe, a fuzzy set $F$ in $X$ is defined as a set of ordered pairs (Zadeh 1965):

$$F = \left\{ (x, \mu_F(x)) \big| x \in X \right\},$$

where $\mu_F(x) : X \rightarrow [0,1]$ is a membership function, denoting the degree of membership of element $x \in X$ to $F$.

Atanassov (1986) introduced an extension of fuzzy sets called Intuitionistic Fuzzy Sets (IFSs) as follows:

**Definition 2.2** Let $X$ be a fixed set of universe, an IFS $F$ in $X$ is defined as:

$$F = \left\{ (x, \mu_F(x), \nu_F(x)) \big| x \in X \right\}$$

where $\mu_F(x), \nu_F(x) : X \rightarrow [0,1]$ characterize the degree of membership and nonmembership of element $x \in X$ to $F$, respectively, and for $\forall x \in X$, $0 \leq \mu_F(x) + \nu_F(x) \leq 1$,

$$\pi_F(x) = 1 - \mu_F(x) - \nu_F(x)$$

is usually called the intuitionistic fuzzy index (IFI), expressing the degree of hesitation or indeterminacy. It is obvious that $\pi_F(x) \in [0,1]$ for $x \in X$.

If $\forall x \in X$, $\pi_F(x) = 0$, then $F$ is reduced to a normal fuzzy set.

To further characterize hesitations in an IFS, Atanassov (1989, 1995, 2008) defined an operator $D\alpha$ as follows:

**Definition 2.3** Let $\alpha \in [0,1]$ be a fixed number. For an IFS $F$, the operator $D\alpha$ is defined as:

$$D\alpha(F) = \{ x, \mu_F(x) + \alpha \cdot \pi_F(x), \}$$

$$1 - \mu_F(x) - \alpha \cdot \pi_F(x) \}$$

$$\forall x \in X \}.$$

(4)

(4) can be equivalently expressed as:

$$D\alpha(F) = \{ x, \mu_F(x) + \alpha \cdot \pi_F(x),$$

$$\nu_F(x) + (1 - \alpha) \cdot \pi_F(x) \}$$

$$\forall x \in X \}.$$

(5)

As

$$\mu_F(x) + \alpha \cdot \pi_F(x) + \nu_F(x) + (1 - \alpha) \cdot \pi_F(x)$$

$$\mu_F(x) + \nu_F(x) + \pi_F(x) = 1,$$

it is apparent that $D\alpha$ effectively reduces an IFS $F$ to a fuzzy set with a membership function $\mu_F(x) + \alpha \cdot \pi_F(x)$.

The nature of this $D\alpha$ operator is to divide the IFI into two parts, and attribute part of the IFI to the membership function and the remainder to the nonmembership function. $\alpha$ serves as a key parameter to determine how much of the hesitation will be attributed to the membership and nonmembership functions, respectively.
For a particular element \( x \), the pair \( \langle \mu_F(x), v_F(x) \rangle \) is often referred to as an intuitionistic fuzzy number (IFN) (Xu & Yager 2008, Chen & Yang 2012). Without causing confusion, an IFN can be simply denoted as \( \beta = \langle \mu, v \rangle \), where \( \mu \in [0,1] \), \( v \in [0,1] \) and \( \mu + v \leq 1 \). Without loss of generality, the following discussions are confined to IFNs and fuzzy numbers (FNs).

To compare two IFNs, Chen & Tan (1994) introduced a score function as follows:

**Definition 2.4** For an IFN \( \beta = \langle \mu, v \rangle \), its score function is defined as

\[
S_\beta = \mu - v.
\]  

(7)

It is apparent that \( S_\beta \in [1,1] \), and a larger score corresponds to a bigger IFN. Subsequently, Hong & Choi (2000) introduced an accuracy function to complement the score function in comparing IFNs.

**Definition 2.5** For an IFN \( \beta = \langle \mu, v \rangle \), its accuracy function is defined as

\[
H_\beta = \mu + v.
\]  

(8)

If an IFN is examined in the context of a voting process, the membership \( \mu \) and nonmembership \( v \) can be loosely interpreted as the percentage of “support” and “opposition” votes, respectively, and its IFI \( \pi = 1 - \mu - v \) can be naturally regarded as the percentage of “neutrality” or “abstention” votes. Understandably, the higher an IFI in an IFN, the more uncertain or indeterminate the DM is about its assessment. Therefore, when an IFI is large, significant risk is imbedded in the decision process and it is worthwhile to further refine the IFI and elicit the DM’s tendency towards membership or nonmembership in its assessment.

The \( D_\alpha \) operator furnishes a generic mathematical framework for further refining IFI in an IFN, and \( \alpha \) specifies the percentage of the hesitation to be attributed to the membership \( (\alpha) \) and nonmembership \( (1 - \alpha) \) functions, thereby reducing an IFN to an FN. Then, it is natural to question how \( \alpha \) should be determined. In the next section, we shall review existing approaches to characterizing \( \alpha \), followed by our proposed method in Section 4.

### 3. Existing Approaches to Determining \( \alpha \)

Wang et al. (2007) propose several specific approaches to determine \( \alpha \), including the so-called average, proportion, and difference-adjustment method as detailed below:

#### 3.1 The Average Method

For an IFN \( F = \langle \mu_F, v_F \rangle \), let

\[
\alpha = \frac{1}{2},
\]  

(9)

then \( F \) can be reduced to an FN \( \tilde{F} \) with a degree of membership:

\[
\mu_{\tilde{F}} = \mu_F + \frac{1}{2} \pi_F,
\]  

(10)

where \( \pi = 1 - \mu_F - v_F \) is the IFI of \( F \).

It is obvious that this average method simply splits the hesitation into two halves and adds each half to the membership and nonmembership degree, respectively. It is our opinion that this treatment is too simplistic.

#### 3.2 The Proportion Method

For an IFN \( F = \langle \mu_F, v_F \rangle \), let

\[
\alpha = \frac{\mu_F}{\mu_F + v_F},
\]  

(11)

then \( F \) can be reduced to an FN \( \tilde{F} \) with a degree of membership:
In the proportion method, the percentage of the hesitation attributed to the membership (nonmembership) degree is proportional to the known membership (nonmembership) level as given in \( \mu_F(v_F) \). This treatment, to a certain degree, reflects the “following-the-herd” principle in characterizing the hesitation: if the known membership (nonmembership) takes a higher proportion in the accuracy function as defined in Definition 2.5, a larger percentage of the hesitation will be added to the membership (nonmembership) degree in the conversion process. We think that this is a more sensible way to characterize the hesitation in an IFN.

It is worth noting that the only formulas to determining the values of \( \alpha \) and \( \beta \) are provided in Theorem 3.1 (iii) in Liu & Wang (2007), where \( \alpha = \frac{\mu_F}{\mu_F + \pi_F} \) and \( \beta = \frac{\pi_F}{\mu_F + \pi_F} \). It is obvious that \( \beta = 1 - \alpha \) and \( F_{\alpha, \beta} \) is reduced to \( D_\alpha \). Therefore, these two formulas are equivalent to the proportion method put forward by Wang et al. (2007) and reviewed herein.

Based on this method, if the known membership (nonmembership) approaches zero, little or no hesitation will be attributed to the membership (nonmembership) degree. This property may not be desirable.

### 3.3 The Difference-adjustment Method

For an IFN \( F = \{\mu_F, v_F\} \), let

\[
\alpha = 0.5 + \frac{\mu_F - v_F}{2},
\]

then \( F \) can be reduced to an FN \( \tilde{F} \) with a degree of membership:

\[
\mu_{\tilde{F}} = \mu_F + \left(0.5 + \frac{\mu_F - v_F}{2}\right) \pi_F.
\]

The \( \alpha \) value here, to a certain degree, considers both the aforesaid average and proportion methods. It takes 0.5 as the base point and is adjusted by one half of the difference between \( \mu_F \) and \( v_F \). Therefore, for a given nonmembership (membership) degree in an IFN, the higher the known membership (nonmembership) degree is, the more hesitation is attributed to the membership (nonmembership) degree even if the known membership (nonmembership) is zero.

The formula for \( \alpha \) in (13) can be rewritten as follows:

\[
\alpha = \frac{1 + \frac{\mu_F - v_F}{2}}{2} = \frac{2\mu_F + \pi_F - v_F}{2} = \frac{\mu_F + \pi_F}{2}. \tag{15}
\]

Equation (15) clearly indicates that the percentage of hesitations attributed to the membership function equals the membership plus one half of the IFI. Therefore, as long as there exists a positive indeterminacy in the IFN, the attribution of hesitations to the membership degree will always be positive in the conversion process. Apparently, if there does not exist any indeterminacy in the IFN assessment, it becomes irrelevant to discuss the attribution of hesitations.

Given the score function in Definition 2.4 (Chen & Tan 1994, Chen 2011), from (13), one can see that the attribution of hesitations to the membership (nonmembership) stays constant regardless the hesitation level as long as the IFN’s score function remains the same. Next, an improved formula for \( \alpha \) is proposed to refine
the hesitation.

4. An Improved Formula for $\alpha$

We propose the following formula to characterize $D_{\alpha}$.

$$\alpha = \frac{1}{2} + \frac{\mu_F - V_F}{2} + \frac{\mu_F - V_F}{2} \cdot \pi_F. \quad (16)$$

Compared to (13) as given by Wang et al. (2007), this proposed formula has an additional term $\frac{\mu_F - V_F}{2} \cdot \pi_F$. This modification allows the $\alpha$ value to vary with not only the score function but also the IFI. It is apparent from (16) that $\alpha$ increases in $\pi_F$ for a given positive score function $S_F = \mu_F - V_F$ and decreases in $\pi_F$ for a given negative score function.

Equivalently, (16) can be expressed as:

$$\alpha = \mu_F + \frac{\pi_F}{2} + \frac{S_F}{2} \cdot \pi_F. \quad (17)$$

As $S_F \in [-1, 1]$, it follows that $\mu_F \leq \alpha \leq \mu_F + \pi_F \leq 1$.

As the average method always evenly splits the IFI with $\alpha = \frac{1}{2}$, it is trivial for any further discussion. The following comparison will be focused on the remaining three methods. For conciseness, let $\alpha_1, \alpha_2, \alpha_3$ be the $\alpha$ value derived from the proportion, difference-adjustment, and our method, respectively. Then, the following properties hold true:

1) If $\mu_F = V_F \neq 0$, then $\alpha_1 = \alpha_2 = \alpha_3 = 0.5$;  
2) If $\mu_F + V_F = 1$, then $\alpha_1 = \alpha_2 = \alpha_3 = \mu_F$;  
3) If $\mu_F \leq V_F$, then $\alpha_1 \leq \alpha_3 \leq \alpha_2$;  
4) If $\mu_F \geq V_F$, then $\alpha_2 \leq \alpha_3 \leq \alpha_1$.

Proof. The proof of 1) and 2) is trivial. To prove 3), note that the additional term $\frac{\mu_F - V_F}{2} \cdot \pi_F \leq 0$ given that $\mu_F \leq V_F$, hence, $\alpha_3 \leq \alpha_2$. In addition,

$$\alpha_3 - \alpha_1 = 0.5 + \frac{\mu_F - V_F}{2} + \frac{\mu_F - V_F}{2} \cdot \pi_F - \frac{\mu_F}{\mu_F + V_F}$$

$$= \frac{1 + \mu_F - V_F + (\mu_F - V_F)\pi_F}{2(\mu_F + V_F)}$$

$$= \frac{1}{2(\mu_F + V_F)} \left[ (1 + \mu_F - V_F)(1 + \pi_F) \right] \left( \frac{\mu_F + V_F}{2} \right) - 2\mu_F$$

$$= \frac{1}{2(\mu_F + V_F)} \left[ (\mu_F - V_F)(1 + \pi_F) - 2\mu_F \right]$$

$$= \frac{1}{2(\mu_F + V_F)} \left[ (\mu_F - V_F)(1 + \pi_F - 1) \right]$$

$$= \frac{1}{2(\mu_F + V_F)} \left[ -\pi_F^2 \right].$$

As $\mu_F \leq V_F$, we have $\alpha_3 - \alpha_1 \geq 0 \Rightarrow \alpha_3 \geq \alpha_1$. Property 3) is thus proved. Property 4) can be proved in a similar fashion.

Next, we shall conduct comparative studies with the different methods mentioned in Section 3. First, a comparison is carried out for the three methods and our proposed formula for several IFNs and the result is displayed in Table 1.

Table 1 confirms that all the aforesaid approaches yield the same result $\alpha = 0.5$ if $\mu_F = V_F \neq 0$. This result is reasonable given that the known membership and nonmembership are evenly distributed and an even split of the hesitation is thus sensible. Table 1 further verifies that, if $\mu_F + V_F = 1$, corresponding to the case that there does not exist any hesitation in the IFN judgment, the last three approaches return the same value $\alpha = \mu_F$ (See the last two rows in Table 1). Of course, it is irrelevant here as there will be no hesitation to be characterized in this case. Table 1 also certifies that
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Table 1: A comparative study of four methods for determining the value of $\alpha$

<table>
<thead>
<tr>
<th>IFN</th>
<th>Average</th>
<th>Proportion</th>
<th>Difference-adjustment</th>
<th>Our Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;0, 0&gt;$</td>
<td>0.5</td>
<td>N/A</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$&lt;0, 0.4&gt;$</td>
<td>0.5</td>
<td>0</td>
<td>0.3</td>
<td>0.18</td>
</tr>
<tr>
<td>$&lt;0.4, 0&gt;$</td>
<td>0.5</td>
<td>1</td>
<td>0.7</td>
<td>0.82</td>
</tr>
<tr>
<td>$&lt;0.1, 0.1&gt;$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$&lt;0.6, 0.1&gt;$</td>
<td>0.5</td>
<td>0.857</td>
<td>0.75</td>
<td>0.825</td>
</tr>
<tr>
<td>$&lt;0.1, 0.6&gt;$</td>
<td>0.5</td>
<td>0.143</td>
<td>0.25</td>
<td>0.175</td>
</tr>
<tr>
<td>$&lt;0.3, 0.7&gt;$</td>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$&lt;0.7, 0.3&gt;$</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>

$a_1 \leq a_3 \leq a_2$ if $\mu_F \leq \nu_F$ and $a_2 \leq a_3 \leq a_1$ whenever $\mu_F \geq \nu_F$. Properties 3) and 4) indicate that the proposed method takes a more balanced approach between the proportion and the difference-adjustment method in refining the hesitation in an IFN assessment.

Next, a more detailed comparison among the last three methods is carried out to examine how the score function and IFI together affect the $\alpha$ value and the result is summarized in Table 2.

Table 2 demonstrates that our proposed method yields an $\alpha$ value that is dependent upon both the score function and the hesitation level of an IFN. On the other hand, the difference-adjustment method produces an $\alpha$ value that is only contingent upon the score function but independent of the hesitation level. While the proportion method is able to take into account both the score function and IFI, our approach always gives a moderated $\alpha$ value that is bounded by those obtained from the other two methods.

Furthermore, this comparative study confirms that our method yields an $\alpha$ value decreasing in the IFI $\pi_F$ for a given negative score function $S_F$, but increasing in $\pi_F$ when $S_F$ is positive. This attribution rule, in our opinion, is reasonable in the sense of the “following-the-herd” principle: When the number of “support” votes exceeds that of “opposition” (corresponding to a positive score function), a larger percentage of the hesitation will be attributed to the membership function with a higher IFI (resulting in a larger $\alpha$); When “opposition” outnumbers “support” in a vote (implying a negative score function), more of the hesitation will be attributed to the nonmembership function with a larger IFI (corresponding to a smaller $\alpha$).

In summary, the proposed formula (16) yields an attribution rule that is consistent with the “following-the-herd” principle and takes both the score and hesitation functions into account. This improved approach is able to avoid extreme cases of attributing all hesitations to the membership function such as $<0.2, 0>$ in the proportion method ($a_1 = 1$). It also circumvents the problem that the attribution stays constant regardless of the hesitation level for any given score function $S_F$ in the difference-adjustment method.
5. A Hybrid Approach to Determining $\alpha$

It should be recognized that the attribution of IFI in the conversion process actually depends on a DM’s subjective judgment. Whenever possible, the DM who provides the initial IFN assessment should be consulted for further elicitation of its tendency towards membership and nonmembership in $F_{\pi}$. While the proposed method in Section 4 aims to provide an objective approach to determining $\alpha$, it is our opinion that the DM’s subjective judgment should also be accommodated in order to obtain a more reliable attribution rule. This section puts forward a hybrid framework for determining $\alpha$. This hybrid approach is designed to integrate the DM’s subjective judgment into an objective assessment.

If the DM is available for providing additional information to refine the hesitation reflected in the IFI, it is common that this is given as a set of linguistic variables (Wang & Qian 2007). These linguistic variables may be expressed as corresponding triangular fuzzy

<table>
<thead>
<tr>
<th>Table 2</th>
<th>A comparative study for the proportion, difference-amendment, and our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>IFN</td>
<td>$S_F$</td>
</tr>
<tr>
<td>&lt;0, 0.8&gt;</td>
<td>0.2</td>
</tr>
<tr>
<td>&lt;0.05, 0.85&gt;</td>
<td>–0.8</td>
</tr>
<tr>
<td>&lt;0.1, 0.9&gt;</td>
<td>0</td>
</tr>
<tr>
<td>&lt;0.0.6&gt;</td>
<td>0.4</td>
</tr>
<tr>
<td>&lt;0.1, 0.7&gt;</td>
<td>–0.6</td>
</tr>
<tr>
<td>&lt;0.2, 0.8&gt;</td>
<td>0</td>
</tr>
<tr>
<td>&lt;0.1, 0.5&gt;</td>
<td>0.4</td>
</tr>
<tr>
<td>&lt;0.2, 0.6&gt;</td>
<td>–0.4</td>
</tr>
<tr>
<td>&lt;0.3, 0.7&gt;</td>
<td>0</td>
</tr>
<tr>
<td>&lt;0.1, 0.3&gt;</td>
<td>0.6</td>
</tr>
<tr>
<td>&lt;0.2, 0.4&gt;</td>
<td>–0.2</td>
</tr>
<tr>
<td>&lt;0.3, 0.5&gt;</td>
<td>0.2</td>
</tr>
<tr>
<td>&lt;0.1, 0.1&gt;</td>
<td>0.8</td>
</tr>
<tr>
<td>&lt;0.2, 0.2&gt;</td>
<td>0</td>
</tr>
<tr>
<td>&lt;0.3, 0.3&gt;</td>
<td>0.4</td>
</tr>
<tr>
<td>&lt;0.2, 0&gt;</td>
<td>0.2</td>
</tr>
<tr>
<td>&lt;0.3, 0.1&gt;</td>
<td>0.6</td>
</tr>
<tr>
<td>&lt;0.4, 0.2&gt;</td>
<td>0.4</td>
</tr>
<tr>
<td>&lt;0.4, 0&gt;</td>
<td>0.6</td>
</tr>
<tr>
<td>&lt;0.5, 0.1&gt;</td>
<td>0.4</td>
</tr>
<tr>
<td>&lt;0.6, 0.2&gt;</td>
<td>0.2</td>
</tr>
<tr>
<td>&lt;0.6, 0&gt;</td>
<td>0.4</td>
</tr>
<tr>
<td>&lt;0.7, 0.1&gt;</td>
<td>0.6</td>
</tr>
<tr>
<td>&lt;0.8, 0.2&gt;</td>
<td>0</td>
</tr>
<tr>
<td>&lt;0.8, 0&gt;</td>
<td>0.2</td>
</tr>
<tr>
<td>&lt;0.85, 0.05&gt;</td>
<td>0.8</td>
</tr>
<tr>
<td>&lt;0.9, 0.1&gt;</td>
<td>0</td>
</tr>
</tbody>
</table>
numbers (Li et al. 2001, Li 2002), which can then be converted to an appropriate $\alpha$ value. To facilitate the DM to furnish its subjective judgment for refining the IFI, the following table is proposed, which gives a range of graphic grids with corresponding linguistic labels. Seven levels are included in this conversion table and triangular fuzzy numbers are adopted to represent the linguistic variables (Wang & Qian 2007). It is apparent that a different number of levels and different fuzzification and defuzzification schemes may be applied as per the DM’s preference.

The first column gives a corresponding graphic grid for the seven linguistic variables, where the bottom means a very large $\alpha$ value and the top indicates a very small $\alpha$. If this conversion table is adopted, the DM may use the graphic grid as a visual aid for specifying its judgment on $\alpha$. Alternatively, the DM may provide its judgment as an appropriate linguistic variable as given in Table 3 for conversion to a real value.

It is apparent that Table 3 is purely based upon a DM’s subjective judgment and the proposed method in Section 4 is, on the other hand, an objective approach to determining $\alpha$. In reality, a DM may wish to contain the subjectivity level to within a reasonable limit. In this case, a more desirable way is likely to be a hybrid framework that is able to integrate subjective judgment into an objective assessment. Based on this consideration, the following hybrid approach is put forward to specify the value of $\alpha$.

Let $\alpha^s$ be the value of $\alpha$ identified by the DM, $\alpha^o$ be the $\alpha$ value calculated by an objective method such as the one proposed in Section 4, and $\epsilon$ be a threshold parameter identified by the DM to represent an allowable range for the subjectivity, then a hybrid approach to refining the IFI is given by:

$$\alpha = \begin{cases} 
(1-\epsilon)\alpha^o & \text{if } \alpha^s < (1-\epsilon)\alpha^o \\
\alpha^s & \text{if } (1-\epsilon)\alpha^o \leq \alpha^s \leq (1+\epsilon)\alpha^o \\
(1+\epsilon)\alpha^o & \text{if } \alpha^s > (1+\epsilon)\alpha^o 
\end{cases}.$$

This hybrid approach ensures that the final attribution parameter $\alpha$ falls within a range from the calculated value based on an objective method. If the subjectively specified value is too small or too big, the final result will be retained at the lower or upper bound. In so doing, the level of subjectivity in finding an appropriate value of $\alpha$ is effectively contained.

### Table 3 - A possible conversion grid for specifying $\alpha$

<table>
<thead>
<tr>
<th>Graphic Grid</th>
<th>Linguistic Variable</th>
<th>Triangular Fuzzy Number</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very Small</td>
<td>(0,0,0.2)</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>(0,0.1,0.3)</td>
<td>0.125</td>
</tr>
<tr>
<td></td>
<td>Slightly Small</td>
<td>(0,0.2,0.4)</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>(0.3,0.5,0.7)</td>
<td>0.500</td>
</tr>
<tr>
<td></td>
<td>Little Large</td>
<td>(0.6,0.7,0.8)</td>
<td>0.700</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>(0.7,0.8,0.9)</td>
<td>0.800</td>
</tr>
<tr>
<td></td>
<td>Very Large</td>
<td>(0.9,1.0,1.0)</td>
<td>0.975</td>
</tr>
</tbody>
</table>
6. Conclusion

By analyzing existing methods (Wang et al. 2007) to operationalize the $D_\alpha$ operator proposed by Atanassov (1989, 1995, 2008), this paper first proposes an improved formula to determine the key parameter $\alpha$ in characterizing hesitations in IFN assessments. Comparative studies reveal the key properties of the proposed method. Then a hybrid framework is put forward to integrate a DM’s subjective judgment into the proposed objective approach in finding an appropriate value of $\alpha$. This further characterization of hesitations in IFN assessments is especially useful when the hesitation levels are high as the traditional score-function-based ranking approach tends to omit hesitations. By properly attributing hesitations to membership and nonmembership functions, one can obtain more reliable and confident decision results.
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