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Abstract—Test case prioritization technology is to sort the test cases before the software testing designed to improve test efficiency. This paper presents a dynamic test case prioritization technique based on multi-objective. It integrates several traditional single-objective technologies so that makes it more flexible. This technology, from five dimensions, calculates prioritization values of test cases separately. Then a weighted sum is made to the values and it sorts the test cases according to the values. The results return to the storage in order to dynamically adjust the sort of test cases. This technology not only meets the high demands of regression testing, but also ensures the high efficiency of the test results.
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I. INTRODUCTION

Nowadays, many test case prioritization methods have been proposed. As the survey[1] shows, most of them are focus on one objective to prioritize from single dimension, such as coverage or fault detection rate.

Rothermel et al[2-4] began to research test case prioritization(TCP) technique in 1999. Their initial research mainly focuses on the sort of fine-grained entity, such as statement coverage and transition coverage and verifies its effectiveness. Elbaum et al[5] studied the sorting method of coarse-grained entity, which has low test cost but the performance is lower than fine-grained entity. Hema et al[6-7] divided the test requirements into four elements and proposed the PORT algorithm. The prioritization method based on historical information is proposed by Jung-Min in 2002[8]. Nie and Xu et al[9] proposed several TCP methods based on historical information, test requirement and test cost.

However, there are many factors that restrict the test case prioritization in the actual software development. The paper takes five typical test objectives into consideration and merges the existing TCP methods from multiple dimensions. The new defined method can produce more flexible test case prioritization and meet the test requirements better.

II. TEST CASE PRIORITIZATION

The test case prioritization problem is a research hotspot in the field of software testing. It is defined as follows[10]:

Given: T, a test suite already selected, PT, the set of all possible prioritizations (orderings) of T, and f, an objective function from PT to the real numbers which applied to any such ordering, yields an award value for that ordering.

Problem: Find T’ ∈ PT such that

\[(\forall T’’)(T’’ ∈ PT)(T’’ ≠ T’)[f(T’’) ≥ f(T’)].\]

Currently, the test case prioritization techniques mostly aimed at single objective, including:

Coverage Prioritization: It counts the total number of statements (or branch) covered by each test case, and then sorts the test suit according to the number. However, this strategy may make statement coverage of a test case be a subset of another test coverage, and eventually, there are still some statements which have not been covered by any test cases. Therefore, additional strategy is appeared. It first picks the test case with the greatest coverage, and then, successively adds those test cases that cover the most yet uncovered parts. When multiple test cases cover the same number of statements, the additional strategy is necessary to select one of these test cases. Generally, be random selection[2].

Fault-Exposing-Potential (FEP) Prioritization: This technique achieves by the ability to expose faults and mutation analysis is used to determine these values[11]. Each application of a mutation operator will create a mutant of the source code, which makes a single valid syntactic change. The mutation score represents the ratio of mutants that a test-suite can distinguish from the source code. The mutation score can be calculated for each test case separately, and then used as a decision value for TCP.

Requirement Property Relevance Prioritization: It sorts the test cases according to the number of requirement properties covered. Suppose the set of requirement properties R = \{r_1, r_2, ..., r_m\} and test suite T = \{t_1, t_2, ..., t_n\}, for every test case t ∈ T, count the number of requirement properties which
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t satisfies. Then, the test cases are sorted in the light of the counting value\(^9\).

**History Prioritization:** This technique prioritizes test cases based on historical execution data\(^{10}\). This method helps to reduce spending. In the long run, it can enhance the effectiveness of regression testing. For a test case, using historical information of each prioritization, increase or decrease its likelihood in the current test session. A probability value is given to the history and the value of the current session is calculated based on the number of the fault detection (or coverage). Finally, the calculated value of a test case is equal to the sum of the current number multiplied by a probability and the historical value multiplied by another probability.

**Time Spending Prioritization:** This method is that count execution time of each test case and then sorts the test suite according to the ascending order of the calculated value.

### III. METHODOLOGY OF MULTI-OBJECTIVE PRIORITIZATION

#### A. Basic Idea

Currently, many prioritization techniques are mostly based on an objective to sort test suite on a single dimension. The common one is based on coverage. However, only considering one objective makes prioritization not flexible. Therefore, considering multi-dimensional prioritization model, this paper proposes a dynamic prioritization technique. Fig. 1. is a framework.

**Algorithm 1** Prioritization based on statement coverage

**Input:**
- T: a queue of orderly test cases
- S: a set of statements

**Output:**
- T\(^{'\prime}\): a well-ordered queue
- Cover(t): the statement coverage set of t

\[
T' = \emptyset;  \quad \text{//} T' \text{ is a queue of test cases after prioritizing}
\]

\[
S' = \emptyset;  \quad \text{//} S' \text{ is a set of statements that has been covered}
\]

1: \(T' = \emptyset; \quad \text{//} T' \text{ is a queue of test cases after prioritizing}
2: \(S' = \emptyset; \quad \text{//} S' \text{ is a set of statements that has been covered}
3: \quad \text{for (each } t \in T\text{)}
4: \quad \text{count the coverage } \text{Cover}(t);
5: \quad \text{while (} T' != T \text{)}
6: \quad \{
7: \quad \text{if } (S == \emptyset)
8: \quad \{
9: \quad S = S*;
10: \quad S' = \emptyset;
11: \quad \}
12: \quad \text{else}
13: \quad \}

The data flow of Fig. 1. is from the lower left corner. We assume that related technologies have been used to generate test suite and extract a valid set of test cases by using the test suite reduction method. Then, store it in the test database, such as the box in the upper right. Suppose that the steps in dotted lines are not our concerns in this paper. Then using dynamic test case prioritization based on multi-objective to sort a set of test cases which has been produced, it is a focus in the study of this article. Finally, output the well-sorted test suite and return to store in the test database for the next use.

It is need to test constantly to ensure quality of the software during the software development life cycle. So, in practice, it should maximize reuse of test cases. Not considering the added test cases due to the changing requirement, supposing the test suite always has the validity and integrity during the whole software development life cycle, sort generated for each test is stored in the test database, which as a historical information providing for the use of the next TCP. As shown in Fig. 1. the cycle on the right side represents the data flow of dynamic TCP of the entire software development cycle.

#### B. Prioritization Value Calculation

In prioritization technique, each test case is assigned a prioritization value \(PV\). The calculation of \(PV\) involves five dimensions: \(C, FEP, RP, H\) and \(TC\), respectively representing coverage, ratio of fault exposing, requirement property relevance, history information and time spending.

**Definition 1:** Given \(T\), a set of test cases, for each \(t \in T\), its prioritization value \(PV\) is calculated as follows:

\[
PV(t) = C(t) + FEP(t) + RP(t) + H(t) + TC(t)  \quad (1)
\]

Five symbols represent respectively the five metrics on five dimensions. Firstly, we calculate metrics on a single dimension respectively and then sum weightly them to the final prioritization value \(PV\).

(1) For the coverage, there are a lot of sophisticated techniques, and the paper selects the statement coverage. Suppose that there is a given set of test cases \(T = \{t_1, t_2, \cdots, t_n\}\), for each \(t \in T\), count the number of statements, denoted as \(C(t)\). We use additional strategy\(^2\), which introduces a feedback mechanism. When a test case is executed, we need to update the coverage information in the real time for the remainder test cases. When all statements covered, reset them be not covered and apply the above process for the remaining test cases iteratively. Greedy algorithm is used for implementation, as follows.
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\]
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\]

1: \(T' = \emptyset; \quad \text{//} T' \text{ is a queue of test cases after prioritizing}
2: \(S' = \emptyset; \quad \text{//} S' \text{ is a set of statements that has been covered}
3: \quad \text{for (each } t \in T\text{)}
4: \quad \text{count the coverage } \text{Cover}(t);
5: \quad \text{while (} T' != T \text{)}
6: \quad \{
7: \quad \text{if } (S == \emptyset)
8: \quad \{
9: \quad S = S*;
10: \quad S' = \emptyset;
11: \quad \}
12: \quad \text{else}
13: \quad \}

The data flow of Fig. 1. is from the lower left corner. We assume that related technologies have been used to generate test suite and extract a valid set of test cases by using the test suite reduction method. Then, store it in the test database, such as the box in the upper right. Suppose that the steps in dotted lines are not our concerns in this paper. Then using dynamic test case prioritization based on multi-objective to sort a set of test cases which has been produced, it is a focus in the study of this article. Finally, output the well-sorted test suite and return to store in the test database for the next use.

It is need to test constantly to ensure quality of the software during the software development life cycle. So, in practice, it should maximize reuse of test cases. Not considering the added test cases due to the changing requirement, supposing the test suite always has the validity and integrity during the whole software development life cycle, sort generated for each test is stored in the test database, which as a historical information providing for the use of the next TCP. As shown in Fig. 1. the cycle on the right side represents the data flow of dynamic TCP of the entire software development cycle.
14: \ t \in T \ and \ t \ covered \ the \ maximum \ subset \ S' \ of \ S; \\
15: \ t \ join \ T' \ in \ the \ tail; \\
16: \ S = S - S'; \\
17: \ S' = S + S'; \\
18: \} \\
19: \} \\

Then the prioritization value based on coverage is as follow:

$$C(t) = |Cover(t)| + \mu$$  \hspace{1cm} (2)

When using additional strategy, all statements could be reset after being covered, and continue to calculate the coverage of the remaining test cases. Here may be a case that the coverage of test cases picked in the latter is higher than in the former. Therefore, in the actual calculation, each time after all statements being covered, make these test cases into one group and add the appropriate value \( \mu \) based on the number of the total statements, making the entire group of test cases are given priority.

(2) Mutation analysis is used for FEP\(^{[11]}\). \( S \), a set of statements, and \( T = \{ t_1, t_2, \ldots, t_n \} \), a test suite. First, we create a set of mutants \( N = \{ n_1, n_2, \ldots, n_m \} \) for \( s \in S \). We use \( \text{mutants}(s) \) as the total number of mutants of \( S \). Then we execute each mutant version \( n_k \) of \( N \) on \( t_i \), checking whether \( t_i \) kills that mutant. \( \text{killed}(t_i) \) denotes as the number of mutants killed by \( t_i \). Calculate the ratio of mutants killed as follows:

$$m(s, t_i) = \frac{\text{killed}(t_i)}{\text{mutants}(s)}$$  \hspace{1cm} (3)

So the prioritization value of \( t_i \) based on FEP is

$$FEP(t_i) = m(s, t_i)$$  \hspace{1cm} (4)

FEP(\( t_i \)) is sorted by descending order and the larger the value, the higher the priority.

(3) For requirement property relevance, we calculate it as follows. Suppose that the requirement property of the system is a set \( R = \{ r_1, r_2, \ldots, r_m \} \) and given a test suite \( T = \{ t_1, t_2, \ldots, t_n \} \). For each requirement \( r \in R \), there is at least one test case \( t \) in \( T \) which satisfies \( r \). The satisfiability relation from \( T \) to \( R \), denoted as \( S(T, R)_{n\times m} \) and the algorithm of calculating \( S \) is as follows:

**Algorithm 2** Calculate relationship \( S \) between test cases and requirement properties

```plaintext
1: for (i=1; i<=n; i++) \\
2: for (j=1; j<=m; j++) \\
3: \\
4: if (\( t_i \) satisfies \( r_j \)) \\
5: then \( S(t_i, r_j) = 1; \) \\
6: else \( S(t_i, r_j) = 0; \) \\
7: 
```

After the calculation, \( S \) can be considered as an \( n \times m \) matrix. \( \text{Req}(t_i) \) is used to denote the set of all requirements that satisfied by test case \( t_i \), where \( \text{Req}(t_i) = \{ r | S(t_i, r) = 1 \} \).

Calculating \( \text{Req}(t_i) \), you can know how many requirement properties each test case \( t_i \) satisfies, and \( |\text{Req}(t_i)| \) is used to denote the number of \( \text{Req} \).

The TCP calculation based on requirement property relevance is that to sort test cases according to \( |\text{Req}(t_i)| \). So as follows:

$$\text{RP}(t_i) = |\text{Req}(t_i)|$$  \hspace{1cm} (5)

(4) For the TCP calculation of historical information is somewhat complicated. We define \( H(t) \) as the history prioritization value, and the formula is as follows:

$$\begin{align*}
H(t)_1 &= 0 \\
H(t)_k &= \alpha f_k + (1 - \alpha)H(t)_{k-1} \\
0 &\leq \alpha \leq 1, \ k \geq 2 
\end{align*}$$  \hspace{1cm} (6)

Where \( H(t)_k \) denotes the history prioritization value in the \( k \)-th regression testing. \( \alpha \) is a smoothing constant used to weight individual history information, and here we take \( \alpha = 0.8 \). \( f_k \) is the history information value in the \( k \)-th regression testing. For historical information value we can calculate it according to an objective (such as coverage). Can also do it according to the history of all the other objective information, as that make the last value PV\(_{k-1}\) as the history information \( f_k \). Here, we choose the latter. The formula of \( f \) is

$$\begin{align*}
f_t &= 0 \\
f_k &= PV_{k-1} \quad (k > 1)
\end{align*}$$  \hspace{1cm} (7)

(5) The calculation based on time spending is relatively simple. Suppose that a test suite \( T = \{ t_1, t_2, \ldots, t_n \} \), for each \( t \in T \), calculate the execution time, denoted as \( tc \). The test cases are sorted according to the execution time. The calculation of \( TC(t) \) is as follows:

$$TC(t) = \frac{1}{tc}$$  \hspace{1cm} (8)

Where, \( tc \) takes the reciprocal value in order to make \( TC(t) \) sorted according to the of the value. The greater the value, the higher the priority.

Due to the different measurement of each dimension, we need to process the results, which are calculated from each dimension, by normalization, in order to process the data conveniently.

Fig. 2. shows the computing process of PV.
In Fig. 2, the top five ellipses denote objectives which based on the coverage, FEP, requirement property, historical information and time spending, respectively. The below arrows are the corresponding algorithms and the rounded rectangle denotes the test cases. Each objective calculates the test cases individually. The below rectangle is the normalization processing, and the last big arrow means the weighted sum of the above calculated values. \( PV \) is finally obtained in the below ellipse. The computation process is from multiple dimensions to a single dimension. For each test case, we calculate it on five dimensions, and then get the results from each objective. After the normalization, the values from every aspect are unified on one dimension to get the \( PV \) by the weighted sum.

C. Multi-objective Prioritization Algorithm

Suppose that a test suite \( T = \{ t_1, t_2, \ldots, t_n \} \), each \( t \) in \( T \) is assigned a prioritization value, initially 0. Each prioritization is performed on all test cases to calculate values in each dimension so that to get \( PV \). Here make the weight of every \( PV \) are equal. Then process the values by normalization. Finally, sort test cases by \( PV \). The greater the \( PV \), the higher the priority. Specific algorithm flow chart is shown in Fig. 3.

The algorithm first calculates the \( PV \) from the aspects from coverage, FEP, requirement property, historical information and time spending, respectively. Then normalize the results, the weighted sum of \( PV \) of five objectives is obtained. The weight is determined by actual requirement from system, the importance of each goal here is treated equally and the weight is taken as 0.2.

Each calculated \( T' \) will be stored in the database, which is convenient to query the archive and make the next prioritization.

IV. Case Study

A. Calculation and Analysis

Given a procedure \( P \) and a test suite \( T = \{ t_1, t_2, t_3, t_4, t_5 \} \), as follows.

**Procedure P**

\[
\begin{align*}
1. & \quad b = -b; \\
2. & \quad \text{while}(a < 0) \quad \text{do} \\
3. & \quad \quad \text{if}(b < 0) \\
4. & \quad \quad \quad \text{exit;} \\
5. & \quad \quad \text{else} \quad b = b + 1; \quad \text{endif;} \\
6. & \quad \quad a = a - 1; \quad \text{endwhile;} \\
7. & \quad \quad \text{if}(a < 0) \\
8. & \quad \quad \quad \{ a = -a; \\
9. & \quad \quad \quad b = b + 1; \} \\
10. & \quad c = a + b;
\end{align*}
\]

What the execution path of each test case is can be known according to the test values. The statement coverage of them is as table 1.

<table>
<thead>
<tr>
<th>test suite</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>t4</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t5</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

In the table 1, the sorting order based on additional strategy is (t3, t1, t2, t5, t4), and their coverage is 7, 6, 4, 7 and 4,
respectively. Group $a$ is picked out first, which contains $t_3$, $t_2$, $t_1$. Group $b$ has $t_5$ and $t_4$. Add 5 to all the members’ $C(t)$ of group $a$, then we get $C(t_1) = 11$, $C(t_2) = 9$, $C(t_3) = 12$, $C(t_4) = 4$, $C(t_5) = 7$.

The computation of FEP, requirement property and time spending is similar with the above. Because it is the first test in the regression testing, so there is no historical information, thus $H(t) = 0$. According to the equation defined in the previous chapters, the results of each dimension are shown in table 2.

<table>
<thead>
<tr>
<th>Group</th>
<th>$C(t)$</th>
<th>FEP(t)</th>
<th>RP(t)</th>
<th>H(t)</th>
<th>TC(t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>11</td>
<td>4.43</td>
<td>6</td>
<td>0</td>
<td>1.7</td>
</tr>
<tr>
<td>t2</td>
<td>9</td>
<td>3.1</td>
<td>4</td>
<td>0</td>
<td>3.3</td>
</tr>
<tr>
<td>t3</td>
<td>12</td>
<td>4.25</td>
<td>7</td>
<td>0</td>
<td>1.4</td>
</tr>
<tr>
<td>t4</td>
<td>4</td>
<td>2.46</td>
<td>4</td>
<td>0</td>
<td>2.5</td>
</tr>
<tr>
<td>t5</td>
<td>7</td>
<td>4.25</td>
<td>7</td>
<td>0</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Normalize the computation of each dimension, the result is shown in table 3.

<table>
<thead>
<tr>
<th>Group</th>
<th>$C(t)$</th>
<th>FEP(t)</th>
<th>RP(t)</th>
<th>H(t)</th>
<th>TC(t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.256</td>
<td>0.24</td>
<td>0.214</td>
<td>0</td>
<td>0.173</td>
</tr>
<tr>
<td>t2</td>
<td>0.209</td>
<td>0.168</td>
<td>0.143</td>
<td>0</td>
<td>0.337</td>
</tr>
<tr>
<td>t3</td>
<td>0.279</td>
<td>0.23</td>
<td>0.25</td>
<td>0</td>
<td>0.143</td>
</tr>
<tr>
<td>t4</td>
<td>0.093</td>
<td>0.133</td>
<td>0.143</td>
<td>0</td>
<td>0.255</td>
</tr>
<tr>
<td>t5</td>
<td>0.163</td>
<td>0.23</td>
<td>0.25</td>
<td>0</td>
<td>0.092</td>
</tr>
</tbody>
</table>

Calculate the prioritization value of each test case with the five objectives, and figure 4 shows the results, $t_3$ is better than others in coverage, but it cost more time than $t_1$, $t_2$ and $t_4$.

As it’s shown in Fig. 4, high coverage doesn’t guarantee high faults detection rate, higher coverage cost more test time. The optimal efficiency can’t be obtained by only one certain objective. Integrating multiple objectives is more practical and it meets the test requirements better.

We sort the test cases by $PV$ the order is $(t_3, t_1, t_2, t_5, t_4)$.

According to Fig. 4, if the test cases are sorted by coverage prioritization, the order is $(t_3, t_1, t_2, t_5, t_4)$; FEP prioritization’s order is $(t_1, t_3, t_5, t_2, t_4)$; Requirement property relevance prioritization’s order is $(t_3, t_5, t_1, t_2, t_4)$; Time spending prioritization’s order is $(t_2, t_4, t_1, t_3, t_5)$.

### B. Effectiveness Measure

The fitness metrics studied are based upon APFD (Average of the Percentage of Faults Detected)\(^2\), which measures the weighted average of the percentage of faults detected over the life of the suite. However, it is not possible to know the faults exposed by a test case in advance. Therefore, we use APBC (Average Percentage Block Coverage)\(^12\) in place of APFD. It is given by the equation

$$APBC = 1 - \frac{\sum TB_i + TB_2 + \ldots + TB_m}{nm} + \frac{1}{2n} \tag{10}$$

Where $n$ is the number of test cases and $m$ is the number of statement blocks. $TB_i$ is the first test case in the execution order $T$ that covers statement block $i$.

We use APBC metrics to evaluate the case mentioned in the previous section. Fig. 5-10 shows the APBC values of unsorted, one single objective prioritization and multiple objective prioritizations. We use Fig. 5 as an example. After test case $t_1$ executed, it covers 60% of the statement blocks and the corresponding point is $(0.2, 60)$. Connecting all the points, the below area’s ratio is the APBC.
The comparison result is shown in Fig. 11. Where plotted by the six sort methods on the horizontal axis and the APBC values on vertical, M1-M6 represents the TCP methods based on unsorted, coverage, FEP, requirement property relevance, time spending and multi-objective, respectively.

As Fig. 11 shows, both the proposed prioritization method and the method based on coverage have the maximum APBC, which demonstrates that our method is feasible and efficient. It also shows that if sorting them only by time spending, the performance is not the best. But if not considering time spending, the result could not be the best, sometimes would be the worst. So generally, time spending exists together with other objectives. Select the compromise is the best solution according to the golden mean. As the comparison of Fig. 11, we can see that the prioritization based on only one objective not always be the best performance, and the limitation of single objective sorting can be relieved by multi-objective prioritization. If further modest improvement and adjustment in each dimension, you can greatly optimize single objectives of defects in order to adapt to an increasingly complex regression testing of software system. This is also one of the purposes of this method proposed.

V. CONCLUSIONS AND FUTURE WORK

The paper presents a dynamic test case prioritization method based on multi-objective. The proposed method first sorts the test cases focusing on five objectives on five dimensions, then calculate the weighted sum of their optimization results, finally sorts test suite according to the prioritization values. The proposed method is tested on a small experiment instance, and the results demonstrate that the optimized test case’s APBC is better than the no prioritization. Due to the small scale of the experiment instance, it’s unable to verify the effectiveness in large projects. The further work will be focused on larger scale program verification, and the weighted probability distribution and dynamic research can be considered, thus to improve this TCP method.
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