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A B S T R A C T

The support vector machine (SVM) is a popular classifier in machine learning, but it is not robust to outliers. In this paper, based on the Correntropy induced loss function, we propose the rescaled hinge loss function which is a monotonic, bounded and nonconvex loss that is robust to outliers. We further show that the hinge loss is a special case of the proposed rescaled hinge loss. Then, we develop a new robust SVM based on the rescaled hinge loss. After using the half-quadratic optimization method, we find that the new robust SVM is equivalent to an iterative weighted SVM, which can help explain the robustness of iterative weighted SVM from a loss function perspective. Experimental results confirm that the new robust SVM not only performs better than SVM and the existing robust SVMs on the datasets that have outliers, but also presents better sparseness than SVM.

1. Introduction

The support vector machine (SVM) is one of the most popular classifiers which not only holds good theoretical foundation but also achieves significant empirical success in various applications \cite{1,2}. It is known that SVM can be fit in the regularization framework of loss + penalty using the hinge loss function \( l_{hinge}(z) = \max(0, 1 - z) \), where \( z \) is the margin variable \cite{3}. In the regularization framework, the loss term is in charge of the fidelity of the resulting model to training samples and the penalty term is used to avoid overfitting. In practical applications, training samples are often contaminated by noise and some even have wrong labels \cite{4}. These are usually known as outliers. In this paper, we consider outliers as the samples that locate in the other classes and are far away from their own classes due to feature noise or label noise \cite{4,5}. Unfortunately, in such cases, researchers have shown that SVM is not robust to outliers \cite{6}. The main reason is that the unboundedness of \( l_{hinge}(z) \) causes outliers to have large losses and as a result, the decision boundary of SVM may deviate severely from the optimal one, which results in poor classification performance \cite{5,7,8}. Besides, outliers also make the sparseness of SVM much worse \cite{5,7}. In order to mitigate the effects of outliers, different approaches have been proposed to improve the robustness of SVM.

Song et al. \cite{7} suggested to use the distance between each training sample and its class center to calculate an adaptive margin so as to reduce the influence of outliers. Weighted SVM (WSVM) \cite{9} was also proposed to deal with outliers \cite{8–10}. In WSVM, different weights are assigned to different training samples which can show their importance in the training dataset. Several weight functions have been proposed \cite{8–10} among which some are based on the distance between a training sample and its class center, and some are based on the distance between a training sample and the decision boundary of SVM. But, most of the existing weight functions are heuristic. Ding and Xu \cite{11} presented a novel combinatorial technique, which was called random gradient descent (RGD) tree, to identify and remove outliers in SVM and developed a new algorithm called RGD-SVM. Moreover, some researchers suggested to develop a robust SVM by applying the bounded ramp loss \( l_{ramp}(z) = \max(0, 1 - z) - \max(0, r - z) \), where \( r \leq 0 \) is a given constant that determines the location of truncation \cite{5,12–16}. Since \( l_{ramp}(z) \) places bounded losses on outliers, it does not overfocus on outliers and thus, is robust to outliers. Besides, it can also improves the sparseness of the resulting classifier \cite{5,12,14}. The resulting optimization problem of \( l_{ramp}(z) \) is nonconvex and different kinds of optimization methods have been proposed to solve it. Wu and Liu \cite{5} applied difference of convex function programming which was also known as concave-convex procedure \cite{12}. Xu et al. \cite{13} proposed semi-definite programming along with convex relaxation. Besides, online learning \cite{14} and linear programming \cite{15} were also suggested to optimize the nonconvex problem of \( l_{ramp}(z) \). Suzumura et al. \cite{16} developed outlier-path algorithm which can also control the robustness of the resulting model during the optimization. The experimental results in the above papers show that the above approaches can improve the robustness of SVM to outliers.

In this paper, we propose a novel loss function called the rescaled hinge loss function, which is then used to develop a new robust SVM by
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utilizing the half-quadratic (HQ) optimization method [17]. The main contribution of this work is as follows:

- Inspired by the Correntropy-induced loss function (C-loss) [18], we propose the rescaled hinge loss which is a monotonic, bounded and nonconvex loss. It is robust to outliers. And moreover, we further show that \( h_{\text{hinge}}(z) \) is a special case of the rescaled hinge loss.
- We develop a new robust SVM based on the rescaled hinge loss, which is equivalent to an iterative WSVM after using HQ optimization method. As far as we know, it is the first time that the relationship between an iterative WSVM and a loss function is established. And this new relationship helps explain the robustness of iterative WSVM from a loss function perspective.

Compared with the optimization problem of \( l_{\text{hinge}}(z) \), it is easy to implement our robust SVM with the help of LIBSVM [19]. And experimental results confirm that the new robust SVM is effective in improving the robustness of SVM to outliers and its sparseness.

This paper is structured as follows. In Section 2, we introduce the rescaled hinge loss. The development of the new robust SVM based on the rescaled hinge loss as well as its relationship with iterative WSVM are presented in Section 3. Section 4 shows the experimental results and we summarize the paper in Section 5.

2. Rescaled hinge loss function

Correntropy is an information theoretic metric [20] and has been commonly used in robust learning [21]. For example, under the framework of sparse representation classifier [22], the sparse representation classifiers based on Correntropy are proposed for robust face recognition in [23,24]. In [18], Singh et al. used Correntropy to do classification and developed the C-loss

\[
l_{C}(z) = \beta \left[ 1 - \exp \left( -\frac{(1 - z^2)}{2\sigma^2} \right) \right].
\]

where \( \sigma \) is window width and \( \beta = \left(1 - \exp(-1/(2\sigma^2))\right)^{-1} \) is a normalizing constant which ensures that \( l_{C}(0) = 1 \). C-loss embeds higher order statistics of \( z \), and has been used to train neural network [18] and kernel adaptive classifier [25]. The least square (LS) loss function is defined as \( l_{\text{LS}}(z) = (1 - z)^2 \) [26], which is a popular convex loss function. Then, we can rewrite \( l_{C}(z) \) as follows:

\[
l_{C}(z) = \beta [1 - \exp(-\eta l_{C}(z))].
\]

where \( \eta = 1/(2\sigma^2) > 0 \) is viewed as a scaling constant and \( \beta = 1/(1 - \exp(-\eta)) \). In other words, we can explain \( l_{C}(z) \) as the rescaled LS loss. Fig. 1(a) shows \( l_{C}(z) \) and \( l_{C}(z) \) with different \( \eta \)'s, and we can see that after rescaling, C-loss becomes a bounded, smooth and nonconvex loss. However, like the LS loss, C-loss is not monotonic either. According to the relationship between \( l_{C}(z) \) and \( l_{C}(z) \), we derive the rescaled hinge loss in a similar way

\[
l_{\text{hinge}}(z) = \beta [1 - \exp(-\eta h_{\text{hinge}}(z))].
\]

where \( \beta = 1/(1 - \exp(-\eta)) \) is a normalizing constant which also ensures that \( l_{\text{hinge}}(0) = 1 \). Fig. 1(b) shows \( l_{\text{hinge}} \) and \( l_{\text{hinge}} \) with different \( \eta \)'s, and we can see that after rescaling, the unbounded \( h_{\text{hinge}} \) becomes the bounded \( l_{\text{hinge}} \). Meanwhile, different from C-loss, \( l_{\text{hinge}} \) is monotonic. We can also learn from Fig. 1(b) that \( \eta > 0 \) controls the upper bound of \( l_{\text{hinge}} \). Proposition 1 states that \( l_{\text{hinge}}(z) \) becomes \( l_{\text{hinge}}(z) \) as \( \eta \to 0 \).

**Proposition 1.** \( \lim_{\eta \to \infty} l_{\text{hinge}}(z) = l_{\text{hinge}}(z) \).

**Proof.** According to the Taylor series of the exponential function, we know that

\[
l_{\text{hinge}}(z) = \sum_{j=0}^{\infty} \frac{\eta^j}{j!} l_{\text{hinge}}(z).
\]

According to L’Hôpital’s rule, we derive that

\[
\lim_{\eta \to \infty} \frac{\eta^j}{j!} l_{\text{hinge}}(z) = 0
\]

Consequently, \( \lim_{\eta \to \infty} l_{\text{hinge}}(z) = l_{\text{hinge}}(z) \). We show by Proposition 1 that \( l_{\text{hinge}}(z) \) can be viewed as a special case of \( l_{\text{hinge}}(z) \). In the next section, we derive the new robust SVM based on \( l_{\text{hinge}}(z) \).

3. Robust SVM based on \( l_{\text{hinge}}(z) \)

We consider the following linear discriminant function:

\[
f(x) = W^\top \phi(x) + b.
\]

![Fig. 1. Different loss functions for classification.](image)

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Experimental datasets.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dataset</strong></td>
<td><strong># of Classes</strong></td>
</tr>
<tr>
<td>D1</td>
<td>Australian</td>
</tr>
<tr>
<td>D2</td>
<td>Pima</td>
</tr>
<tr>
<td>D3</td>
<td>German Credit</td>
</tr>
<tr>
<td>D4</td>
<td>Spambase</td>
</tr>
<tr>
<td>D5</td>
<td>amin</td>
</tr>
<tr>
<td>D6</td>
<td>Musk</td>
</tr>
<tr>
<td>D7</td>
<td>Svnguidel</td>
</tr>
<tr>
<td>D8</td>
<td>Twonorm</td>
</tr>
<tr>
<td>D9</td>
<td>Protein (1 VS. 2)</td>
</tr>
<tr>
<td>D10</td>
<td>Magic Gamma</td>
</tr>
</tbody>
</table>
where \( w \) is the weight vector; \( b \) is the bias term and \( \phi(x) \) is the feature mapping function which is usually defined by a kernel function that satisfies the Mercer theory [1]. We denote the training dataset as \( \{(x_i, y_i)\}_{i=1}^{N} \), where \( x_i \in \mathbb{R}^d \) is a feature vector (\( d \) is feature dimension) and \( y_i \in \{-1,1\} \) is a binary class label. According to the regularization framework of loss + penalty [3], we consider the following objective function:

\[
\min_{w,b} R(w, b) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} l_{\text{hinge}}(z_i),
\]

(5)

where \( z_i = y_i f(x_i) \) and \( C \geq 0 \) is the regularization parameter. By simple arithmetic modification, (5) is equivalent to the following problem:

\[
\max_{w,b} R(w, b) = -\frac{1}{2} \|w\|^2 + C' \sum_{i=1}^{N} \exp(-\eta l_{\text{hinge}}(z_i)).
\]

(6)

We recognize that HQ optimization method [17] can be used here to optimize (6), which has been successfully applied in robust face recognition [23,24] and robust feature extraction [27]. Notice that the methods in [23,24] are sparse representation classifiers based on Correntropy, which are proposed for robust face recognition, and the method in [27] is based on Rényi’s entropy, which is proposed for robust feature extraction. However, our proposed method is a discriminant classifier based on \( l_{\text{hinge}}(z_i) \), which is proposed to improve the robustness of SVM to outliers. In the next section, we derive HQ optimization method for (6).

### 3.1. HQ optimization for \( l_{\text{hinge}}(z) \)

We define a convex function \( g(v) = -v \log(-v) + v \), where \( v < 0 \). According to the conjugate function theory [28], we have

\[
\exp(-\eta l_{\text{hinge}}(z)) = \sup_{v \in \mathbb{R}} \{ \eta l_{\text{hinge}}(z) v - g(v) \},
\]

(7)

where the supremum is achieved at \( v = -\exp(-\eta l_{\text{hinge}}(z)) < 0 \). We put the derivation of (7) in Appendix A. Using (7), we rewrite \( R(w, b) \) in (6) as

\[
R(w, b) = -\frac{1}{2} \|w\|^2 + C' \sum_{i=1}^{N} \exp(-\eta l_{\text{hinge}}(z_i))
\]

\[+ C' \sup_{v \in \mathbb{R}} \left\{ \eta l_{\text{hinge}}(z_i) v - g(v) \right\} = \sup_{v \in \mathbb{R}} \left\{ -\frac{1}{2} \|w\|^2 + C' \sum_{i=1}^{N} (\eta l_{\text{hinge}}(z_i) v - g(v)) \right\}.
\]

(8)

We recognize, therefore, that HQ optimization method [17] can be used here to optimize (6), which has been successfully applied in robust face recognition [23,24] and robust feature extraction [27]. Notice that the methods in [23,24] are sparse representation classifiers based on Correntropy, which are proposed for robust face recognition, and the method in [27] is based on Rényi’s entropy, which is proposed for robust feature extraction. However, our proposed method is a discriminant classifier based on \( l_{\text{hinge}}(z_i) \), which is proposed to improve the robustness of SVM to outliers. In the next section, we derive HQ optimization method for (6).
given \( v \), we optimize over \( w, b \). First, suppose that we are given \( w_{s+1}, b_{s+1} \) (the superscript \( s \) denotes the \( s \)-th iteration), then (9) is equivalent to

\[
\max_{v^s \in \mathbb{R}^d} \sum_{i=1}^N \left( \eta_{\text{hinge}}(z_i^s) v_i^s - g(v_i^s) \right),
\]

whose analytic solutions are

\[
v_i^s = -\exp(-\eta_{\text{hinge}}(z_i^s)) < 0, \quad i = 1, 2, \ldots, N.
\]

Second, after we obtain \( v^s \), we can get \( w_{s+1}, b_{s+1} \) by solving the following problem:

\[
\max_{w, b} \quad \frac{1}{2} \|w\|_2^2 + C \sum_{i=1}^N \eta_{\text{hinge}}(z_i) v_i,
\]

whose equivalent problem is

\[
\min_{w, b} \quad \frac{1}{2} \|w\|_2^2 + \sum_{i=1}^N C_i \eta_{\text{hinge}}(z_i),
\]

where \( C_i = C\eta(-v_i) \geq 0 \). We can see that (13) is a WSVM problem which has already been well studied [8–10]. Using the Lagrange multipliers, (13) can be converted into an equivalent dual problem [5,6,13]

\[
\min_{\alpha} \quad \frac{1}{2} \alpha^T K \alpha - \alpha^T y \quad \text{as: t.} \quad y^T \alpha = 0, \quad 0 \leq \alpha_i \leq C_i, \quad i = 1, 2, \ldots, N.
\]

where \( \alpha \in \mathbb{R}^N \) are Lagrange multipliers and \( \alpha \geq 0; K_i = y_i y_j \phi(x_i) \phi(x_j) = y_i y_j k(x_i, x_j) \), where \( k(x_i, x_j) \) is a kernel function; and \( y \) is a vector of all ones. In this paper, we use LIBSVM [19] to help solve (14). Once the solution of (14) is obtained, \( w = \sum_{i=1}^N \alpha_i y_i \phi(x_i) \) and \( b \) can be computed using the KKT conditions. The training samples with \( \alpha_i > 0 \) are called support vectors. After solving (14), the linear discriminant function (4) becomes

\[
f(x) = \sum_{i=1}^N \alpha_i y_i k(x, x_i) + b.
\]

Now, we have HQ optimization method for (5) whose key steps are (11) and (14). Algorithm 1 presents the whole optimization procedure. In Algorithm 1, \( v^s \) can be initialized by either setting it to \( 1 - \) or using some existing weight functions [9,10].

**Algorithm 1.** HQ optimization method for (5).

**Input:**

The training dataset \( (x_i, y_i)_{i=1}^N \); \( \eta \) in \( \eta_{\text{hinge}}(\cdot) \); the regularization parameter \( C \); the kernel function \( k(x, x_i) \); and the iteration number \( S \).

**Output:** \( \alpha \) and \( b \) in (15).

1: Construct \( K \) using \( k(x_i, x_j) \);
2: Set \( s=0 \) and initialize \( v^s \);
3: while \( s < S \) do
4: Obtain \((\alpha^{s+1}, b^{s+1})\) by solving (14);
5: Update \( v^{s+1} \) according to (11) and (15);
Proposition 2 states that Algorithm 1 converges.

**Proposition 2.** The sequence \(\{C_s(\omega, b, \eta)\}, s = 1, 2, \ldots\) generated by Algorithm 1 converges.

**Proof.** According to (8), we know that \(C_s(\omega, b, \eta) \leq C_{\text{int}}(\omega, b, \eta) \leq C_{\text{int}}\), i.e., \(C_s(\omega, b, \eta)\) is upper bounded. Then, we conclude from (10) and (12) that
\[ R_{\text{cv}}(\omega, b, \eta) \leq R_{\text{cv}}^{(n+1)}(\omega^{(n)}, b^{(n)}, \eta^{(n)}) \leq R_{\text{cv}}^{(n)}(\omega^{(n)}, b^{(n)}, \eta^{(n)}), \]
which means that the sequence \(\{R_{\text{cv}}(\omega, b, \eta)\}, s = 1, 2, \ldots\) generated by Algorithm 1 is nondecreasing. Consequently, the sequence \(\{R_{\text{cv}}(\omega, b, \eta)\}, s = 1, 2, \ldots\) of Algorithm 1 converges.

We call the new robust SVM, which is based on \(I_{\text{int}}(\omega, b, \eta)\) and optimized by HQ optimization method, \(\text{RSVM-RHHQ}\) for short.

### 3.2. RSVM-RHHQ and Iterative WSVM

According to the derivation in Section 3.1, we find that the proposed RSVM-RHHQ is equivalent to an iterative WSVM. At the \(s\)-th iteration, we learn from (11) that the weight function for the next iteration is
\[ \omega_i = -\eta_i \cdot f(x_i), \]
where \(\omega_i\) denotes the weight of \(x_i\). There are some existing weight functions for WSVMs which are based on the output \(f(x_i)\) of SVM [8, 10],
\[ \omega_i = \frac{2}{1 + \exp(|f(x_i)|)}, \]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SVM</th>
<th>WSVM- (19)</th>
<th>RSV-Ramp</th>
<th>RSV-RHHQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>85.38(4.90)</td>
<td>84.94(3.99)</td>
<td>85.53(3.93)</td>
<td>85.64(3.34)</td>
</tr>
<tr>
<td>D2</td>
<td>77.10(5.76)</td>
<td>77.35(7.70)</td>
<td>77.22(7.10)</td>
<td>86.10(3.34)</td>
</tr>
<tr>
<td>D3</td>
<td>74.60(4.48)</td>
<td>75.50(2.45)</td>
<td>75.40(4.43)</td>
<td>85.09(4.70)</td>
</tr>
<tr>
<td>D4</td>
<td>92.85(1.58)</td>
<td>93.20(1.48)</td>
<td>92.74(1.40)</td>
<td>85.09(4.61)</td>
</tr>
<tr>
<td>D5</td>
<td>84.14(1.02)</td>
<td>84.08(0.98)</td>
<td>83.93(1.34)</td>
<td>85.67(4.76)</td>
</tr>
<tr>
<td>D6</td>
<td>95.29(0.53)</td>
<td>95.57(0.99)</td>
<td>95.53(0.43)</td>
<td>85.67(4.58)</td>
</tr>
<tr>
<td>D7</td>
<td>95.63(0.65)</td>
<td>95.55(0.74)</td>
<td>96.05(0.81)</td>
<td>85.67(4.58)</td>
</tr>
<tr>
<td>D8</td>
<td>97.73(0.40)</td>
<td>97.73(0.47)</td>
<td>97.76(0.53)</td>
<td>85.67(4.58)</td>
</tr>
<tr>
<td>D9</td>
<td>80.15(1.16)</td>
<td>80.02(1.24)</td>
<td>80.42(1.36)</td>
<td>85.67(4.58)</td>
</tr>
<tr>
<td>D10</td>
<td>79.14(5.00)</td>
<td>79.42(0.52)</td>
<td>79.98(0.78)</td>
<td>85.67(4.58)</td>
</tr>
</tbody>
</table>

### Table 4
The 10-fold cross validation accuracies of all the classifiers with linear kernel. The best results are highlighted in bold (mean(std)%).

(a) 0% label noise

(b) 15% label noise

(c) 30% label noise
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Table 5  
The 10-fold cross validation accuracies of all the classifiers with the Gaussian kernel. The best results are highlighted in bold (mean±std%).

(a) 0% label noise

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SVM</th>
<th>WSVM-(19)</th>
<th>RSV-M-Ramp</th>
<th>RSV-M-RHHQ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>84.50(4.79)</td>
<td>85.80(4.41)</td>
<td><strong>86.54(4.64)</strong></td>
<td>86.09(5.54)</td>
</tr>
<tr>
<td>D2</td>
<td>76.83(6.78)</td>
<td>77.22(6.74)</td>
<td>76.84(5.36)</td>
<td>77.35(5.55)</td>
</tr>
<tr>
<td>D3</td>
<td>73.80(3.08)</td>
<td>73.50(3.09)</td>
<td>73.00(3.71)</td>
<td>76.20(4.34)</td>
</tr>
<tr>
<td>D4</td>
<td><strong>93.46(1.11)</strong></td>
<td>93.15(1.00)</td>
<td>91.67(1.21)</td>
<td>93.28(1.20)</td>
</tr>
<tr>
<td>D5</td>
<td>83.35(2.41)</td>
<td>83.50(2.92)</td>
<td><strong>83.93(1.08)</strong></td>
<td>83.35(0.85)</td>
</tr>
<tr>
<td>D6</td>
<td><strong>99.03(0.45)</strong></td>
<td>98.71(0.44)</td>
<td>91.76(0.86)</td>
<td>98.80(0.35)</td>
</tr>
<tr>
<td>D7</td>
<td>96.98(0.71)</td>
<td>96.90(0.78)</td>
<td>96.67(0.71)</td>
<td>97.08(0.71)</td>
</tr>
<tr>
<td>D8</td>
<td>97.81(0.43)</td>
<td>97.82(0.48)</td>
<td>97.70(0.41)</td>
<td><strong>97.89(0.36)</strong></td>
</tr>
<tr>
<td>D9</td>
<td>83.50(1.47)</td>
<td>83.33(1.47)</td>
<td>80.51(0.02)</td>
<td>83.42(1.63)</td>
</tr>
<tr>
<td>D10</td>
<td>87.16(0.62)</td>
<td>87.17(0.71)</td>
<td>83.39(0.48)</td>
<td><strong>87.23(0.52)</strong></td>
</tr>
</tbody>
</table>

ωi = \frac{1}{1 + f(|x_i|)} \tag{19}

where Δ is a small positive constant. As a general rule, we hope to place small weights on outliers so that their influence is reduced. The weight functions (17)-(19) are based on the distances between training samples and SVM's decision boundary. All of them implicitly assume that outliers locate farther from the decision boundary of SVM than normal training samples. However, this assumption is intuitive and may not establish in some cases. In the experiments, we will present a toy example where (17) becomes invalid. Our weight function (16), which is derived from \( l_{\text{hinge}}(z) \), is based on \( l_{\text{hinge}}(z) \) and for any training sample with large \( l_{\text{hinge}}(z) \), we give it small \( \omega_i \) in order to reduce its detrimental influence. We think that our motivation is more rational. Also, since there is no guarantee for convergence using (17)-(19) [8,10], the authors suggest that the weights should be updated only once. Meanwhile, for our weight function (16), Proposition 2 ensures its convergence property.

Iterative WSVM and WSVM are known as robust SVMs which is intuitive, but the authors do not give a solid explanation about its robustness in their papers [8–10]. According to the derivation in Section 3.1, we know that the robustness of RSV-M-RHHQ, which is also an iterative WSVM, comes from the fact that it is a good approximation to the solution of (5) which is based on \( l_{\text{hinge}}(z) \) that is robust to outliers. To the best of our knowledge, it is the first time that the robustness of an iterative WSVM is explained from a loss function perspective.

4. Experiments

In this section, we carry out experiments to show the performance of RSV-M-RHHQ. Table 1 shows the experimental datasets which come from [19,29]. As class distributions in each dataset are balanced, we only use accuracy, which is the percentage of correctly classified samples, to measure the classification results. Label noise can be viewed as a type of outliers, which is the process that pollutes labels [4]. Like [5,8,11,12,14–16], we also introduce label noise in order to study the robustness of RSV-M-RHHQ.
4.1. Convergence of HQ optimization method

In this section, we experimentally study the convergence behavior of HQ optimization method so that we have an idea about how to set $S$ in Algorithm 1. The Gaussian kernel $k(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2)$ is used, $\gamma = 1/d$, $C = 1$ and $S = 30$. Table 2 shows the values of $R_i(w, b)$ with various $\eta$’s across the iterations of HQ. In Table 2, $q = \frac{R_i(w^0, b^0) - R_i(w^{10}, b^{10})}{R_i(w^0, b^0) - R_i(w^{0}, b^{0})} \times 100\%$, which is used to show the decrease percentage of $R_i(w^{10}, b^{10})$ among the first 30 iterations. First, we can see from Table 2 that HQ converges or nearly converges within 30 iterations in all the cases, which, in turn, confirms that Proposition 2 holds. Second, according to $q$, we show that $(w^{10}, b^{10})$ can be viewed as a good approximation to the solution of (5). We also do such experiments under other parameter settings (the results are in the supplementary material) and find that the above conclusions also establish in all the cases. By balancing the computational complexity and the convergence of HQ, we propose to set $S = 10$ in the following experiments and we will find that RSVM-RHHQ with $S = 10$ can give satisfactory performance. To summarize, HQ optimization method is effective in optimizing (5).

4.2. Comparison of weight functions

In this section, we intuitively compare the different weight functions discussed in Section 3.2. We generate an artificial dataset which is shown in Fig. 2. Squares are negatives and crosses are positives. Negatives are drawn from the Gaussian distribution $N([-1; 0], [0.13, 0.06; 0.06, 0.26])$ and positives are drawn from $N([1; 0], [0.13, 0.06; 0.06, 0.26])$. Negatives and positives have equal prior probabilities. We flip the labels of three samples and treat them as
outliers. For clarity, we call WSVM using (17) WSVM-(17) for short and the same goes for the other two. We run SVM, RSVM-RHHQ, WSVM-(17), WSVM-(18) and WSVM-(19) on this artificial dataset. Linear kernel is used and the regularization parameters of the five methods are kept the same. For RSVM-RHHQ, \( \eta = 2 \), \( S = 10 \) and \( \nu^0 = -1 \); for WSVM-(17), \( \Delta = 0.001 \); and for WSVM-(18), \( \eta = 0.7 \). Notice that WSVM-(17), WSVM-(18) and WSVM-(19) only update the weights once.

First, the decision boundary of SVM is seriously biased from the Bayes decision boundary because of the outliers, which shows that SVM is not robust. Second, RSVM-RHHQ can effectively reduce the influence of the outliers while WSVM-(17), WSVM-(18) and WSVM-(19) fail. We learn from Fig. 2(a) that the weights of the outliers are much smaller than those of normal samples. However, in Figs. 2(b)–(d), the weights of the outliers are comparable with or even greater than those of normal samples. In this toy example, the assumption of (17)–(19), which is that outliers locate farther from the decision boundary of SVM than normal training samples, does not hold and thus, WSVM-(17), WSVM-(18) and WSVM-(19) become ineffective. To conclude, we believe that our weight function (16) is more reasonable than (17)–(19).

4.3. Comparison of robustness

In this section, we conduct experiments to compare the robustness of SVM, some existing robust SVMs and RSVM-RHHQ. First, we would like to list all the classifiers and clarify their parameter settings so as to make the comparison clear

- SVM [19],
- WSVM-(19) [8].
- Robust SVM based on the ramp loss (RSVM-Ramp) [5,12,14,16]. We apply the outlier-path algorithm\(^3\) [16] to optimize RSVM-Ramp.
- RSVM-RHHQ: According to the discussion in Section 4.1, \( S = 10 \), \( \eta \) is in charge of the upper bound of \( l_{\text{hinge}}(c) \), and we compare the results of RSVM-RHHQs with different \( \eta \)'s (\( \eta = 0.2 \), \( \eta = 0.5 \), \( \eta = 1 \), \( \eta = 2 \), \( \eta = 3 \) and cross validation on \( \eta \)) in order to know how to set \( \eta \).

Table 3 shows the loss bounds of \( l_{\text{hinge}}(c) \) with different \( \eta \)'s and we can learn that when \( \eta = 3 \), the loss bound of \( l_{\text{hinge}}(c) \) is very close to 1, which is the loss bound of the 0–1 loss function [30] (see Fig. 1). \( v^0 \) is initialized as follows [10]:

\[
-v^0 = \frac{2}{1 + \exp[\theta(x_i - x_j)]},
\]

where \( \theta > 0 \) is a given constant and \( x \) is the class center of the class that \( x \) belongs to.

We use 10-fold cross validation (CV), and at each run, we randomly choose 30% of training samples to form a validation dataset which is then used to tune the hyper-parameters of all the classifiers. In order to study the robustness of the different classifiers, we randomly introduce label noise into the training and validation datasets [4,5]. We consider 0%, 15% and 30% label noise levels. For example, 15% label noise means that we randomly flip 15% of the labels in the training and validation datasets respectively. Tables 4 and 5 show the classification results of all the classifiers with linear and the Gaussian kernels respectively. Fig. 3 presents the critical difference (CD) diagrams of the Friedman test with Nemenyi post-hoc test at the 5% significance level [31]. The Friedman test with Nemenyi post-hoc test is a nonparametric test which is commonly used to compare multiple classifiers over multiple datasets. In Fig. 3, the lower the rank is, the better the classifier is, and if the difference between the ranks of two classifiers is greater than CD, their performance is considered to be significantly different. In Fig. 3,


we use a thick line to connect the classifiers that are not significantly different.

4.3.1. Discussion about \( \eta \) in \( l_{\text{hinge}}(c) \)

We know from Fig. 1(b) and Table 3 that \( \eta \) controls the upper bound of \( l_{\text{hinge}}(c) \). In this section, we compare the classification results of RSVM-RHHQs with different \( \eta \) settings so as to draw a conclusion on how to choose \( \eta \). According to Fig. 3, we know that except RSVM-RHHQ (CV on \( \eta \)), RSVM-RHHQ (\( \eta = 0.2 \)) and RSVM-RHHQ (\( \eta = 0.5 \)) generally perform better on the datasets without outliers, while RSVM-RHHQ (\( \eta = 2 \)) and RSVM-RHHQ (\( \eta = 3 \)) generally have better performance on the datasets with outliers. The superiority of RSVM-RHHQ (\( \eta = 0.2 \)) and RSVM-RHHQ (\( \eta = 0.5 \)) on the datasets without outliers is consistent with the fact that SVM also performs well when there are no outliers. However, when there are outliers, \( l_{\text{hinge}}(c) \) with \( \eta = 2 \) and \( \eta = 3 \) can place much less loss on outliers and thus, the decision boundaries of RSVM-RHHQ (\( \eta = 2 \)) and RSVM-RHHQ (\( \eta = 3 \)) show their advantage on the datasets with outliers. RSVM-RHHQ (\( \eta = 2 \)) generally performs slightly better than RSVM-RHHQ (\( \eta = 3 \)) on the datasets with outliers. To conclude, we suggest to choose small \( \eta \) (around 0.5) when there are no outliers and choose large \( \eta \) (around 2) when there are outliers in the datasets.

4.3.2. Comparison among classifiers

We learn from Tables 4 and 5 that when there are no outliers, the performance of all the classifiers is comparable to each other on most of the datasets. However, on the datasets with outliers, we know from Fig. 3 that WSVM-(19), RSVM-Ramp and RSVM-RHHQs generally perform better than SVM, which proves that the existing techniques are effective in improving the robustness of SVM. Besides, RSVM-RHHQ (CV on \( \eta \)) are significantly more robust than SVM in all the cases with outliers. WSVM-(19) can improve the robustness of SVM, but compared with our methods, its improvement is limited which, we think, is due to its heuristic weight function. RSVM-Ramp is a popular robust SVM and there are several optimization methods for it. Tables 4 and 5 indicate that the superiority of RSVM-Ramp is more evident on the datasets with 30% label noise. But its performance still does not surpass that of RSVM-RHHQs as Fig. 3 suggests. Furthermore, RSVM-Ramp with the Gaussian kernel renders poor results on the Musk (D6) and Protein (D9) datasets, which is possibly due to the more complex optimization procedure of \( l_{\text{ramp}}(c) \).

4.3.3. Discussion about sparseness

Sparseness is an important property of SVM that is related with training time, testing time and generalization performance [1,32]. Table 6 shows the mean support vector ratios of all the classifiers over all the datasets. We learn from Table 6 that the sparseness of SVM is greatly affected when there are outliers in the datasets. Although WSVM-(19) can improve the robustness of SVM, it has little effect on improving the sparseness of SVM. However, both RSVM-Ramp and RSVM-RHHQs can improve the sparseness of SVM in the presence of outliers, which is partly because that they both place much less emphasis on outliers [5,12,14]. Generally, the larger \( \eta \) is, the better the sparseness of RSVM-RHHQ is.

According to the above experimental results, we come to the conclusion that RSVM-RHHQ not only improves the robustness of SVM but also has better sparseness than SVM.

5. Conclusion

In this paper, based on C-loss, a new loss function called the rescaled hinge loss is proposed, which is a monotonic, bounded and nonconvex loss that is robust to outliers. Furthermore, we derive that it becomes \( l_{\text{hinge}}(c) \) as its scaling parameter \( \eta \) approaches 0. Then, we develop a new robust SVM called RSVM-RHHQ from the rescaled hinge loss by utilizing HQ optimization method. We find that RSVM-
Appendix A. Derivation of (7)

According to the definition of conjugate function [28], the conjugate function \( g^\#(u) \) of \( g(v) = -\log(-v) + v \), where \( v < 0 \), is

\[
g^\#(u) = \sup_{v < 0} \{ vu - \log(-v) - v \}.
\]

Since \( u + v \log(-v) - v \) is a concave function with respect to \( v \), we can easily obtain the solution of (A.1) by setting the derivative of \( u + v \log(-v) - v \) to 0, which is \( v = -\exp(-u) < 0 \). Then, we have that

\[
(\alpha u + v \log(-v) - v) = \exp(-u),
\]

Consequently, we derive that

\[
g^\#(u) = \sup_{v < 0} \{ \alpha u + v \log(-v) - v \} = \exp(-u),
\]

where the supremum is achieved at \( v = -\exp(-u) < 0 \). If we define \( u = \eta_{\text{hinge}}(v) \), we have that

\[
g^\#(\eta_{\text{hinge}}(z)) = \sup_{v < 0} \{ \eta_{\text{hinge}}(z) v + v \log(-v) - v \} = \exp(-\eta_{\text{hinge}}(z)),
\]

where the supremum is achieved at \( v = -\exp(-\eta_{\text{hinge}}(z)) < 0 \).

Appendix B. Supplementary data

Supplementary data associated with this article can be found in the online version at http://dx.doi.org/10.1016/j.patcog.2016.09.045.
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