Grey Relational Analysis and Its Application Based on the Angle Perspective in Time Series
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The research scope of grey relational analysis has not been developed in recent years, and the exiting GRA models are all based on three perspectives, including distance perspective, slope perspective, and area perspective. Under this situation, a novel model called grey relational analysis based on angle perspective (GRAAP) was developed in this paper for the first time, and this model can expand the research scope of GRA. Like other GRA models, GRAAP not only has the properties of symmetry, uniqueness, comparability, and so forth but also can be used to make predictions, assessments, classifications, and so on. Finally, this novel model was proved to be rational and effective through a comparative study on the similar degree of four time series.

1. Introduction

In previous studies, some traditional methods, used to deal with the decision problems, usually need to rely on big sample data, such as linear programming [1] and regression analysis [2], but in the real-world there are also some other special cases with the characteristics of inefficient samples, instability, and irregularity, these special cases have taken so many difficulties for the decision-making. Under this situation, grey system theory (GST), aiming to solve this type of decision problems, has been developed; this theory can greatly utilize the partly known information in these cases to provide the support for the decision-makers [3]. And one important branch of GST, called grey relational analysis (GRA) [4], has been viewed as the most fundamental methodology of GST in decision-making, prediction, and so on [5, 6]. Similar to GST, the research object of GRA can be the time series with inefficient sample and poor information, and its basic principle is to utilize the similarity of geometrical figure generated by different time series to uncover their relationship [7]. Specifically, the discrete values of time series in two-dimension coordinate system can be connected into the continuous broken line segments based on the thought of piecewise linear interpolation (PLI), and then their grey relational coefficient and relational degree can be calculated using some methods from traditional GRA; then, we can know about the relationships between these time series. In practice, GRA can be employed to generate, excavate, and abstract valuable information from the partially known information [8], that is to say, the adverse influences of poor date or short cycle systems can be greatly reduced to a certain extent through GRA. At present, this theory has been widely applied in many disciplines, such as economics, sociology, industry, agriculture, mining industry, traffic, education, medical science, ecology, water conservancy, geology, and aeronautics and astronautics [9, 10].

In view of the extensive applications, plenty of GRA models have been developed based on the grey relational axiom proposed by Professor Deng. These models can be divided into three categories according to their modeling basis. The first category, the most common category, was based on the distance between adjacent discrete values of the time series, the representative models, for example, Deng’s grey relational model [11], T’s grey relational model [12], the improved model of T’s grey relational [5], the grey absolute degree of grey incidence model [13], the grey relative degree of grey incidence model, B’s grey relational degree model [14], C’s grey relational degree model [15], and so forth. The second
category was based on the slope of the straight line generated by the discrete values of time series, the representative models included the grey absolute degree of grey incidence model [16] and the degree of grey slope incidence [17]. The third category was based on the area surrounded by different time series, the representative studies, for example, Liu analyzed the relationship between the absolute value and the relative increment in two different time series and then presented the thought that the relational degree between different time series could be measured by the area surrounded by these time series [18] and another grey relational model established by Guimerà et al. and also based on this thought [19].

In general, so many GRA models have been introduced by researchers as described above, and these models have also played an important role in dealing with the practical problems. However, there are still some other problems existing in these models, for example, some models do not have the properties of uniqueness [20], symmetry [21], parallelism [22], and so forth, and the modeling basis of GRA enriched GST. Through the comparative study of four time series. And this information existing in time series. Additionally, it has the properties of normativity, uniqueness, parallelism, and so forth. Finally, the paper proves the effectiveness and rationality of the model through the comparative study of four time series. And this novel model can also expand the research scope of GRA and enrich GST.

2. Principle

The research foundation of GRAAP was mainly based on two traditional GRA by Sun and Dang [5, 12]; and its basic principle is to use the cointegrated similarity of angles to reveal the relationship between different time series.

For instance, assume that there are two time series X and X', and they all have three coordinate points in the two-dimensional coordinate system, that is, the points A, B, and C corresponding to the time series X and the points A', B', C', or D' corresponding to the time series X'. And two curves can be created by connecting three coordinate points in every time series (Figure 1), and then, to the time series X, the angle α will be generated between line AB and line BC, and to the time series X', if the corresponding coordinate point of the last observation time point t1 lies on the dot C, the angle α + β will be generated between line A'B' and line B'C', since the line AB is parallel to the line A'B', and the line BC is also parallel to the line B'C', the conclusion will be α = α' + β', and the similarity of these two time series is higher. However, to the time series X', if the corresponding coordinate point of the last observation time point t1 moves to the dot D', the angle α' will be generated, at this time, since the line AB is parallel to the line A'B', but the line BC is not parallel to the line B'D', the conclusion will be α > α', and the similarity of these two time series is lower.

In the above process, the relationship intensity between different time series mainly depends on the similarity of angle values determined by the positions of discrete coordinate of time series in two-dimension coordinate system. Based on this principle, a novel model called grey relational analysis based on the angle perspective (GRAAP) will be introduced, and there are two key challenges in the construction of this model, one is how to transform the traditional time series into the angle series, the other is how to calculate the grey relational coefficient between different series.

3. Algorithm

3.1. Details of the Algorithm of GRAAP. The details of the algorithm of GRAAP are presented as follows.

Step 1 (transforming the original time series). Time series is one kind of typical discrete sequences, and it can be expressed in many ways using some methods. In this paper, time series will be expressed as the form of piecewise function based on the thought of piecewise linear interpolation (PLI). PLI is an important thought which can help us to know about the characteristics and simplify the dimensions of the time series. For most time series, since they usually have the fixed observation time points, it can be viewed as an “automatic PLI,” that is to say, this kind of series can determine the piecewise number by itself. Therefore, the time series can usually be expressed as the following formula:

\[
X_m = \{(x_m(t_1), x_m(t_2)), \ldots, (x_m(t_{n-1}), x_m(t_n))\}
\]

where \(m\) denotes the number of time series; \(n\) denotes the number of observing time points in one series; \(t_i\) denotes the observation time points; \(x_m(t_i)\) denotes the observation value of the \(m\)th time series at \(t_i\); and \((x_m(t_{i-1}), x_m(t_i))\) denotes the line segment with the starting value \(x_m(t_{i-1})\) and the final value \(x_m(t_i)\) (Figure 2).
Step 3 (calculating the grey relational coefficient). Assume there are only two time series on the interval \([p, q]\), their corresponding angle series are \(A_1 = \{\alpha_1(t_2), \alpha_1(t_3), \ldots, \alpha_1(t_{n-1})\}\) and \(A_2 = \{\alpha_2(t_2), \alpha_2(t_3), \ldots, \alpha_2(t_{n-1})\}\), respectively; the following formula will be defined to calculate the relational coefficient between these two time series:

\[
\xi(t_k) = \left(1 + \frac{|y_1(t_k) - y_2(t_k)|}{2\pi} \right)^{-1}
\]

(5)

In order to effectively distinguish the grey relational coefficient generated by two different time series, two comparative variables have been introduced into the formula (5), which are the subtraction variable \(|y_1(t_k) - y_2(t_k)|/2\pi\) and the proportion variable \(1 - (\min\{|y_1(t_k)|, |y_2(t_k)|\})/\max(\{|y_1(t_k)|, |y_2(t_k)|\})\). When the angle increments of the corresponding period of time (\(\Delta t_k\)) in these two time series are equal or approximately equal, the subtraction variable and the proportion variable will be all approximately equal to 0, and the relational coefficient generated by these two time series will be the largest, whose value is about 1; otherwise, it will be the smallest [5].

And if there are more than two time series, then we usually consider one of them as the reference series and the others as the comparative series, and their grey relational coefficients can be obtained by the formula (5).

Step 4 (calculating the grey relational degree). Assume there are only two time series on the interval \([p, q]\), their corresponding angle series are \(A_1 = \{\alpha_1(t_2), \alpha_1(t_3), \ldots, \alpha_1(t_{n-1})\}\) and \(A_2 = \{\alpha_2(t_2), \alpha_2(t_3), \ldots, \alpha_2(t_{n-1})\}\), respectively; the following formula will be defined to calculate the grey relational degree between \(A_1\) and \(A_2\):

\[
r = \frac{1}{p - q} \sum_{k=3}^{n-1} \Delta t_k \cdot \xi(t_k).
\]

(6)

Step 5 (ranking the relationship intensity). The relationship intensity between the comparative series and the reference series can be ranked according to their grey relational degrees, and the higher value indicates the higher intensity.

3.2 Discussion on Two Special Cases. The above process provides a novel thought to measure the grey relational degree between different time series. However, to some special cases in reality, we cannot calculate their grey relational degree using the above process directly, and we usually need to do some adjustments to these special cases or utilize some other methods to calculate their grey relational degree.

Case 1 (the "linear-type" time series). Assume there are two "linear-type" time series (Figure 3(a)), firstly, they can be expressed as the form of piecewise function with the same slope based on PLI, and then it can be transformed into the angle series with Step 1. However, since all angle values at every observation time point are all \(\pi\), thus, if we calculate...
their grey relational degree according to Steps 2, 3, and 4, the result will be 1, which is obviously unreasonable. Therefore, to this special case, we cannot calculate their grey relational degree using the above process; however, another model called slope relational degree developed by Dang can be considered.

Case 2 (the "time-dislocation-type" time series). Time series with similar properties usually have the same observation points including the number and the observation time; however, to some special cases, after they have been expressed as the form of the piecewise function, their observation time points are sometimes not corresponding, and the perpendicular projections of the line segments onto abscissa are also different (Figure 3(b)). Thus, some necessary adjustments usually need to be done firstly, and then their grey relational degrees can be measured with the above process.

Definition 2. Assume there are two time series, if their observation time points are not corresponding, then one calls them as the "time-dislocation-type" time series.

The measurement of grey relational degree of "time-dislocation-type" time series is usually complex. Specially, the number and the observation time of time series should be unified firstly, and then the order of angles in different time series also needs to be adjusted according to their similarity, and the newly added angles are all be set to \( \pi \), after this, the lengths of perpendicular projections of the corresponding time series onto abscissa will be consistent. Finally, their relational degrees can be measured using the model of GRAAP.

For instance, assume there are two time series, their corresponding angle series are \( A_1 = \{\alpha_1(t_1), \alpha_1(t_2), \alpha_1(t_3), \alpha_1(t_4)\} \) and \( A_2 = \{\alpha_2(t_1), \alpha_2(t_2), \alpha_2(t_3), \alpha_2(t_4)\} \), respectively (Figure 3(b)). Firstly, two new angles will be added into the corresponding time series, and these new angles are set as follows: \( \alpha_1(t_2) = \alpha_2(t_3) = \alpha_1(t_4) = \alpha_2(t_5) = \pi \). And then the position of angles needs to be adjusted according to their similarity, we can know that the similarity between \( \alpha_1(t_3) \) and \( \alpha_1(t_4) \) and \( \alpha_1(t_5) \) and \( \alpha_2(t_3) \) is high enough from Figure 3(b); therefore, these two time series will be changed as follows:

\[
\begin{align*}
A_1 &= \{\alpha_1(t_2), \alpha_1(t_3), \alpha_1(t_4), \alpha_1(t_5)\}, \\
A_2 &= \{\alpha_2(t_1), \alpha_2(t_2), \alpha_2(t_3), \alpha_2(t_4)\}.
\end{align*}
\]

After this, their relational degree can be calculated by applying the process of GRAAP. However, since the position of the observation time points of the time series has been adjusted, the result will obviously be affected to a certain extent; so the final relational degree will changed into \( \rho r \) (0 < \( \rho < 1 \)).

4. Property

Theorem 3. The properties of the model of GRAAP are as follows:

(1) \( |r| \leq 1 \);

(2) symmetry, that is, \( r(X_1, X_2) = r(X_2, X_1) \);

(3) uniqueness;

(4) comparability.

Proof. Consider the following.

Property (1). We can obtain \( 0 < \alpha_m(t_k) < 2\pi \) from Definition 1, so \( 0 < y_m(t_k) < 2\pi \) if \( -1 \leq \xi(t_k) \leq 1 \), \( k = 3, 4, \ldots, n \), and \( [p, q] = \cup_{k=2}^{n-1} \Delta t_k \) if \( -1 \leq r = (1/(q - p)) \sum_{k=2}^{n-1} \Delta t_k \cdot \xi(t_k) \leq 1 \).

Property (2). Because

\[
\begin{align*}
r(X_1, X_2) &= \frac{1}{p - q} \sum_{k=3}^{n-1} \Delta t_k \cdot \xi(t_k) \\
&= \frac{1}{p - q} \sum_{k=3}^{n-1} \Delta t_k \\
&\times \left( 1 + \frac{|y_1(t_k) - y_2(t_k)|}{2\pi} \right) \\
&+ \frac{1}{2} \left[ 1 - \min\left(\frac{|y_1(t_k)|}{\max(|y_1(t_k)|, |y_2(t_k)|)}\right)^{1}
\end{align*}
\]

Figure 3: Diagrams of (a) "linear-type" time series and (b) "time-dislocation-type" time series.
\[
\sum_{k=3}^{n-1} \Delta t_k \times \left(1 + \frac{|y_2(t_k) - y_1(t_k)|}{2\pi} + \frac{1}{2} \left[1 - \min \left(\frac{1}{\max \left(|y_2(t_k) - y_1(t_k)|\right)}\right)^{-1}
\right)
= r(X_2, X_1),
\]

so Property (2) is correct.

**Property (3).** For one time series, its interval \([p, q], \Delta t_k\), and \(\xi(t_k)\) are all usually unique according to the formula (5); so \(r\) is also unique.

**Property (4).** This property is also correct due to Property (3).

**Theorem 4.** Assume there are two time series, that is, \(X_1\) and \(X_2\), and their grey relational degree is \(r(X_1, X_2)\), which satisfies \(|r(X_1, X_2)| \leq 1\) and \(r(X_1, X_2) = 1\), if and only if \(X_2(t_k) = X_1(t_k) + c(k = 1, 2, \ldots, n; c \text{ is a constant})\), then \(X_1\) and \(X_2\) are parallel, that is, the GRAAP model satisfies the normativity of GST.

**Proof.** Because \(|r(X_1, X_2)| \leq 1\) and \(r(X_1, X_2) = 1\) \(\iff\) \(\xi(t_k) = 1 \iff\) \(y_1(t_k) = y_2(t_k) \iff\) \(a_1(t_k) - a_1(t_k) = a_2(t_k) - a_2(t_k) \iff\) \(\alpha_1(t_k) - \alpha_1(t_k) = \alpha_2(t_k) - \alpha_2(t_k) \iff\) \(\alpha_2(t_k) = \alpha_1(t_k) + c \iff\) \(X_2(t_k) = X_1(t_k) + c \iff\) \(X_1\) and \(X_2\) are parallel.

And \(c = a_1(t_1) - a_2(t_1)\).

That is, the model of GRAAP satisfies the characteristic of GRAs normativity.

So this property was proved.

**5. Case Study**

**5.1. Case Analyses.** As mentioned above, the novel model presented in this paper was mainly rooted in two traditional GRA models, that is, Grey T’s Correlation Degree explored by Tang [12] and the Improved Grey T’s Correlation Degree by Sun and Tang [5], and following the current naming habit and some researchers’ advice, this novel model was named as grey relational analysis based on angle perspective (GRAAP). Currently, these two traditional models have been widely accepted by industry and academia, and they have also made some contributions to the real-world. Meanwhile, the model by Sun was rooted in the model by Tang and made some improvements, so it is generally believed that this model is more perfect. Similarly, the novel model in this paper was rooted in these two traditional models, and it can make more fully use of the inefficient information in grey system through the transformation to time series; so it can be considered as a more effective and reliable model. And in order to further prove its effectiveness, a comparative case study will be performed considering an example in [2], and four time series have been analyzed in this paper; the original time series were as in Table 1.

The corresponding angle series of the original time series are as in Table 2 with Step 1.

The relational coefficient \(\xi(t_k)\) can be obtained with the Steps 2, 3, and 4. Specially, the paper will consider \(X_0\) as the reference series, and \(X_1\), \(X_2\) and \(X_3\) were the comparative series; the relational coefficients between \(X_0\) and other three time series were as shown in Table 3.

Finally, the grey relational degrees between \(X_0\) and other three time series could be obtained with Step 4. Consider the following:

\[
\begin{align*}
\sum_{k=3}^{n-1} \Delta t_k \cdot \xi(t_k) &= 0.9062, \\
r_{01} &= \frac{1}{p - a} \sum_{k=a}^{n-1} \Delta t_k \cdot \xi(t_k) = 0.7709, \\
r_{03} &= \frac{1}{p - a} \sum_{k=a}^{n-1} \Delta t_k \cdot \xi(t_k) = 0.7715.
\end{align*}
\]

**5.2. Discussion.** The relationship between \(X_0\) and other three time series based on the above grey relational degrees was as follows:

\[
r_{01} > r_{03} > r_{02}.
\]

The results obtained by GRAAP indicated that the grey relational degree between \(X_0\) and \(X_1\) was the highest, and

<table>
<thead>
<tr>
<th>Series</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_0)</td>
<td>1.0 2.0 2.5 2.5 3.0 5.0 6.0</td>
</tr>
<tr>
<td>(X_1)</td>
<td>1.0 1.8 2.3 2.4 2.8 4.8 5.8</td>
</tr>
<tr>
<td>(X_2)</td>
<td>1.0 1.8 2.3 2.0 3.0 4.1 5.7</td>
</tr>
<tr>
<td>(X_3)</td>
<td>1.0 2.19 2.5 2.1 3.0 4.25 5.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Objects</th>
<th>(\xi(t_k))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_0) and (X_1)</td>
<td>0.8576 0.9328 0.8814 0.9530</td>
</tr>
<tr>
<td>(X_0) and (X_2)</td>
<td>0.8507 0.8386 0.8000 0.5944</td>
</tr>
<tr>
<td>(X_0) and (X_3)</td>
<td>0.8919 0.8200 0.7740 0.6003</td>
</tr>
</tbody>
</table>
the degree between \( X_6 \) and \( X_3 \) was the smallest, whose value was approximately equal to that between \( X_6 \) and \( X_4 \).

The following table showed the results obtained by three methods including GRAAP in this paper, improvement model on Grey T’s Relational Degree in [2], and the Concept and the computation method of T’s Relational Degree in [8].

The comparative results in the above table indicated that the difference between \( r_{01} \) and \( r_{02} \) was so high that their sort order obtained by three models was consistent (Table 4), that is, \( r_{01} > r_{02} \); by contrast, the sort orders of \( r_{03} \) and \( r_{04} \) were different by these three models due to their approximately equal values.

The reason for this results was because the model in this paper was based on the thought of [2], which had addressed some shortcomings of the model in [8], that is to say, the models in this paper and [2] were obviously superior to the model in [8], and the results obtained by the model of GRAAP and the model in [2] were also more accurate and reasonable than that in [8], therefore, the sort order of \( r_{01} \), \( r_{02} \), and \( r_{03} \) should be \( r_{01} > r_{03} > r_{02} \).

And compared with the similarities of the geometry curves generated by these four time series shown in Figure 4, the similarity of geometry curves between \( X_6 \) and \( X_1 \) was highest, and the similarities between \( X_4 \) and other two time series, \( X_2 \) and \( X_3 \), were approximate and relatively small, these results were consistent with that in Table 4.

We can conclude that GRAAP presented in this paper was reasonable and effective from the above two comparable results in Table 4 and Figure 4, and this model, like other GRA models, can also be applied to make prediction, classification, and so forth.

<table>
<thead>
<tr>
<th>Method</th>
<th>( r_{01} )</th>
<th>( r_{02} )</th>
<th>( r_{03} )</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>The grey relational model based on the angle</td>
<td>0.9062</td>
<td>0.7715</td>
<td>0.7709</td>
<td>Presented in this paper</td>
</tr>
<tr>
<td>perspective</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improvement model on grey T’s relational degree</td>
<td>0.8712</td>
<td>0.7147</td>
<td>0.7063</td>
<td>Presented in [2]</td>
</tr>
<tr>
<td>The concept and the computation method of T’s relational degree</td>
<td>0.7578</td>
<td>0.5663</td>
<td>0.5682</td>
<td>Presented in [8]</td>
</tr>
</tbody>
</table>
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