A MacCormack-TVD finite difference method to simulate the mass flow in mountainous terrain with variable computational domain
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\textbf{Abstract}

A two-dimensional mountainous mass flow dynamic procedure solver (Massflow-2D) using the MacCormack-TVD finite difference scheme is proposed. The solver is implemented in Matlab on structured meshes with variable computational domain. To verify the model, a variety of numerical test scenarios, namely, the classical one-dimensional and two-dimensional dam break, the landslide in Hong Kong in 1993 and the Nora debris flow in the Italian Alps in 2000, are executed, and the model outputs are compared with published results. It is established that the model predictions agree well with both the analytical solution as well as the field observations.

\textbf{1. Introduction}

Global climate change has brought along with it a fair share of disastrous weather conditions that have also increased the potential for mountainous hazards such as landslides, debris flows, dam-breaks, and floods in natural terrains. Such events can cause substantial damage to human life and engineering facilities. Therefore, hazard prediction and risk evaluation of hazardous zones are of considerable importance and have rightfully attracted the attention of many scientists.

The common computational methods used to evaluate the disaster risk range for a potential hazard can be classified into three categories: empirical formula methods, discrete element methods and continuum modeling methods. The major advantage of any empirical method is its simplicity, while the disadvantage is the high demand for field or experimental data and ignorance of the guiding mechanisms (Prochaska et al., 2008; Rickenmann, 1999; Schilling and Iverson, 1997). The discrete element method allows for the quantitative reproduction of a particle trajectory, but by the very nature of such calculations, the method is time-consuming and requires micromechanical input parameters that are often difficult to determine (Cundall, 2001). The continuum modeling method considers the moving mass to be a fluid and can therefore be depicted by the incompressible Navier–Stokes equations. These equations can then be further reduced to the two-dimensional (2D) shallow water equations by a depth-averaged procedure. Many numerical methods, including the finite volume method (Berger et al., 2011; Christen et al., 2010; Leveque, 2002; Pitman et al., 2003), the finite difference method (Begueria et al., 2009; Liang et al., 2006; Wang and Sassa, 2010) and the finite element method (Chen and Lee, 2003; Quecedo et al., 2004), have been proposed to resolve the sharp discontinuities associated with the hyperbolic problems, such as the 2D shallow water equations. Nevertheless, simulation of a large-range and long-duration mountainous hazard on a natural terrain with less time and higher resolution remains a challenge. The MacCormack finite difference scheme with total variation diminishing (TVD) has been investigated by many authors and has been shown to be a feasible and robust computational solution (TVD has been investigated by many authors and has been shown to be a feasible and robust computational solution (Tseng and Chu, 2000; Vincent et al., 2001; Wang et al., 2000). This method was further modified by Liang et al. (2006) by adding an extra term after the corrector step to save on significant computational expenses at the cost of a marginal reduction of accuracy.

In this study, the Massflow-2D code based on the MacCormack-TVD scheme with variable computational domain is proposed as a solution for the shallow water equations associated with the mountainous hazard dynamic procedure in natural terrains. The scheme has the following attributes:

1. Being able to simulate discontinuous flows such as those associated with shock propagation.
2. Suitability to natural terrain by taking into account the additional acceleration and deceleration of the topography.
3. Time efficiency along with second-order accuracy in both time and space.

2. Model descriptions

2.1. Governing equations

The characteristics of the mass movement can be described by the Reynolds-averaged Navier–Stokes equations, which are written in the differential conservation form as

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0
\]

\[
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = \nabla \cdot \mathbf{t} + \rho \mathbf{g}
\]

In the above equations, \(\rho\) = mass density; \(\mathbf{g}\) = gravitational acceleration; \(\mathbf{u}\) = mass velocity vector with components in the three axes of the global Cartesian coordinates \(x, y,\) and \(z\), with \(z\) aligned with the gravity and vertical. The symbol (~) represents the parameters varying with vertical direction.

Eqs. (1) and (2) are complicated and difficult to solve in a three dimensional space. To solve these equations, they can be reduced to a two dimensional shallow water form by integrating over the vertical depth. This simplification is valid if the movement of the mass in the horizontal direction far outweighs the movement in the vertical direction. For more details of this integration, the reader is directed to the papers (Denlinger and Iverson (2004), Steffler and Yee-Chung (1993)). Consequently, the 2D depth-averaged mass and momentum balance equations, written in the vector format, reduce to

\[
\frac{\partial \mathbf{X}}{\partial t} + \frac{\partial \mathbf{F}}{\partial x} + \frac{\partial \mathbf{G}}{\partial y} = \mathbf{S} + \mathbf{T}
\]

\(\mathbf{X} = \begin{pmatrix} h \\ q_x \\ q_y \end{pmatrix} ; \quad \mathbf{F} = \begin{pmatrix} q_x \\ \frac{q_x^2}{2} + \frac{1}{2} \rho g h^2 \end{pmatrix} ; \quad \mathbf{G} = \begin{pmatrix} q_y \\ \frac{q_y^2}{2} + \frac{1}{2} \rho g h^2 \end{pmatrix} \)

\(\mathbf{S} = \begin{pmatrix} 0 \\ -g h \frac{\partial z_f}{\partial x} \frac{1}{1 + \frac{\partial z_f}{\partial x} + \frac{\partial z_f}{\partial y}} + S_f x  \\ 0 \end{pmatrix} \)

\(\mathbf{T} = \begin{pmatrix} 0 \\ -g h \frac{\partial z_f}{\partial y} \frac{1}{1 + \frac{\partial z_f}{\partial x} + \frac{\partial z_f}{\partial y}} + S_f y \end{pmatrix} \)

In the above equations, \(h, q_x = hu\) and \(q_y = hv\) are the total mass height from the base \(z_f\) to the free surface \(z_s\), the discharges per unit width in the \(x\)-direction, and the discharges per unit width in the \(y\)-direction, respectively; \(u\) and \(v\) are the depth-averaged velocity components in the \(x\)- and \(y\)-axial directions, respectively; \(k=(k_x,k_y)\) is the lateral earth pressure coefficient; \(S_f = (S_{fx},S_{fy})\) represents the frictional resistance. It is worth emphasizing that we adopt the enhanced gravity \(g^*\) in place of the earth gravity, \(g\), to take into account the acceleration variation due to the vertical velocity component. It is necessary to use non-hydrostatic accelerations and centripetal forces when flow occurs over a rugged terrain.

The evolution of the vertical velocity, \(w\), can be determined from the flow velocity at the bed, \(w_b\) and the surface, \(w_s\), as well as from their relative distribution. Furthermore, a linear variation of \(w\) through the depth of the flow is assumed as

\[w = \frac{1}{2} (w_f + w_s)\]

where \(w_f\) and \(w_s\) can be obtained from the kinematic conditions of no mass flux through the bed and no flow through the surface as follows:

\[w_f = [w]|_{z_f} = u \frac{\partial z_f}{\partial x} + v \frac{\partial z_f}{\partial y}\]

**Fig. 1.** Sketch of the finite difference scheme with the variable computational domain.
The total vertical acceleration, \( g' \), can be deduced from the earth gravity, \( g \), by accounting for the effects of dynamic acceleration as follows:

\[
g' = g + \frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} = g + \frac{dw}{dt}
\]  

(7)

where \( \frac{dw}{dt} \) is a material derivative that accounts for the effects of additional acceleration or deceleration because of the topography. A similar approach has also been used by Denlinger and Connell (2008), Denlinger and Iverson (2004) and Walters (2005).

The lateral earth pressure coefficients, when the Coulomb friction model is adopted, are given by

\[
k_x = \begin{cases} 
  k_{\text{active}} & (|\partial u/\partial x| > \varepsilon) \\
  1 & (|\partial u/\partial x| \leq \varepsilon) \\
  k_{\text{passive}} & (\partial u/\partial x < \varepsilon)
\end{cases}
\]

(8)

\[
k_y = \begin{cases} 
  k_{\text{active}} & (|\partial v/\partial y| > \varepsilon) \\
  1 & (|\partial v/\partial y| \leq \varepsilon) \\
  k_{\text{passive}} & (\partial v/\partial y < \varepsilon)
\end{cases}
\]

(9)

where \( \varepsilon \) is small and used as a threshold to avoid the machine precision error. The lateral earth pressure coefficients in the active...

---

Fig. 2. Comparisons of the numerical and analytical solutions of (a) the flow height and (b) the velocity, for \( h_1 = 1.0 \) m and \( h_2 = 0.1 \) m at \( t = 0.1 \) s.
elongation \((k_{\text{active}})\) and passive compression \((k_{\text{passive}})\) depend on the strain rate of the moving material columns, as suggested by Savage and Hutter (1989);

\[
k_{\text{active}} \approx k_{\text{passive}} = \frac{2}{\cos^2 \phi} \times \left[ 1 \pm \sqrt{1 - (1 + \tan^2 \delta) \cos^2 \phi} \right] - 1
\]  

(10)

where \(\phi\) and \(\delta\) are the internal and bed friction angles. For water flow or dilute debris flows, the lateral pressure coefficients are taken as \(k_x = k_y = 1.0\).

Various friction models, such as the Coulomb and Voellmy friction model, have been implemented in the code. For the Coulomb friction model, \((S_{f_x}, S_{f_y})\) are expressed as

\[
S = \begin{cases} 
S_{f_x} = -\left(\frac{\mu g h}{1 + \left(\frac{1}{2} \frac{\partial z}{\partial x}\right)^2 + \left(\frac{1}{2} \frac{\partial z}{\partial y}\right)^2}\right)^{\frac{1}{2}} \cdot \frac{\mu g h}{C_0^{1/2}} \cdot \frac{1}{\cos \phi} \\
S_{f_y} = -\left(\frac{\mu g h}{1 + \left(\frac{1}{2} \frac{\partial z}{\partial x}\right)^2 + \left(\frac{1}{2} \frac{\partial z}{\partial y}\right)^2}\right)^{\frac{1}{2}} \cdot \frac{\mu g h}{C_0^{1/2}} \cdot \frac{1}{\cos \phi} 
\end{cases}
\]

(11)

while for the Voellmy friction model, \((S_{f_x}, S_{f_y})\) are

\[
S = \begin{cases} 
S_{f_x} = -\left(\frac{\mu g h}{1 + \left(\frac{1}{2} \frac{\partial z}{\partial x}\right)^2 + \left(\frac{1}{2} \frac{\partial z}{\partial y}\right)^2}\right)^{\frac{1}{2}} + \frac{\mu g h}{C_1^{1/2}} \cdot \frac{1}{\cos \phi} \\
S_{f_y} = -\left(\frac{\mu g h}{1 + \left(\frac{1}{2} \frac{\partial z}{\partial x}\right)^2 + \left(\frac{1}{2} \frac{\partial z}{\partial y}\right)^2}\right)^{\frac{1}{2}} + \frac{\mu g h}{C_1^{1/2}} \cdot \frac{1}{\cos \phi} 
\end{cases}
\]

(12)

Fig. 3. Comparisons of the numerical and analytical solutions of (a) the flow height and (b) the velocity, for \(h_1 = 1.0\) m and \(h_2 = 10^{-3}\) m at \(t = 0.1\) s.
where \( \mu \) and \( \xi \) are the effective friction and turbulent coefficients, respectively, and \( U \) is the moving velocity of the mass. The choice of the lateral pressure coefficient equation and the friction model depend on the physical property of the mass movement under investigation. The earth pressure coefficients are set to be one when the Voellmy friction model is used.

2.2. Numerical implementation

In this study, the MacCormack-TVD finite difference scheme is adopted to solve Eq. (3) as follows. First, based on the operator-splitting technique, Eq. (3) is divided into two separate one-dimensional problems namely,

\[
\frac{\partial X}{\partial t} + \frac{\partial F}{\partial x} = S; \quad (13a)
\]

\[
\frac{\partial X}{\partial t} + \frac{\partial G}{\partial y} = T \quad (13b)
\]

Next, the solution at the \((n+1)\Delta t\) is obtained by the following step:

\[
X_{i,j}^{n+1} = L_x L_y \left( \frac{\Delta t}{2} \right) L_x L_y \left( \frac{\Delta t}{2} \right) L_x L_y \left( \frac{\Delta t}{2} \right) L_x L_y \left( \frac{\Delta t}{2} \right) X_{i,j}^n \quad (14)
\]

where \(L_x\) and \(L_y\) represent a predictor-corrector-averaged computational procedure, each executed twice to obtain the solution at

Fig. 4. Comparisons of the numerical and analytical solutions of (a) the flow height and (b) the velocity, for \( h_1 = 1.0 \) m and \( h_2 = 10^{-6} \) m at \( t = 0.1 \) s.
Fig. 5. (a) Three-dimensional and (b) two-dimensional water level contour diagrams of the two-dimensional partial dam break at $t=7.2$ s.
the next step. For \( L_s 1 \), the solution procedure is given by

\[
X^n_{ij} = X^n_{ij} - (F^n_{ij} - F^n_{i-1,j}) \frac{\Delta t}{2\Delta X} + S^n_{ij} \cdot \Delta t / 2
\]  
(15)

\[
X^n_{ij} = X^n_{ij} - (F^n_{ij} - F^n_{i+1,j}) \frac{\Delta t}{2\Delta X} + S^n_{ij} \cdot \Delta t / 2
\]  
(16)

\[
X^{n+1/2} = (X^n_{ij} + X^n_{ij}x + G(r^n_{ij}) + G(r^n_{i+1,j})) \Delta X_{n+1/2,j} - [G(r^n_{i,j}) + G(r^n_{i+1,j})] \Delta X^n_{n+1/2,j} - [G(r^n_{i,j}) + G(r^n_{i+1,j})]
\]  
(17)

where the superscripts \( p \) and \( c \) indicate the predictor and corrector steps, respectively, and

\[
\Delta X^n_{n+1/2,j} = X^n_{ij} - X^n_{i,j}
\]  
(18)

\[
r^n_{ij} = \frac{(\Delta X^n_{n+1/2,j} \Delta X^n_{n+1/2,j})}{(\Delta X^n_{n+1/2,j} \Delta X^n_{n+1/2,j})}
\]  
(19)

The function \( G() \) is expressed as

\[
G(x) = 0.5 \times C \times [1 - \phi(x)]
\]  
(20)

in which function \( \phi(x) \) is a minmod flux limiter function and can be written as

\[
\phi(x) = \text{max}(0, \text{min}(2x, 1))
\]  
(21)

In Eqs. (20) and (21), \( x \) is a function variable. The variable \( C \) is expressed as

\[
C = \begin{cases} 
\frac{Cr \times (1 - Cr)}{Cr \leq 0.5} \\
0.25 & \text{else} 
\end{cases}
\]  
(22)

where the \( Cr \) is the local Courant number defined as

\[
Cr = \frac{(q_s/h + \sqrt{gh}) \Delta t}{2\Delta X}
\]  
(23)

2.3. Variable computational domain

For the dam break, landslide and debris flow hazards, the area of the mobile mass is generally much smaller than the potentially affected area. However, the initial computational domain in the finite difference method must be allocated a large enough space to cover the total potentially affected area. This causes the matrices involved in computing Eqs. (15)–(17) to be very large and the corresponding calculations become quite time-consuming.

The variable computational domain method, as illustrated in Fig. 1, is proposed to circumvent this shortcoming. Assuming the total number of nodes in the whole domain to be \( m \) and \( n \), in the \( x \)- and \( y \)-axial directions respectively, a matrix \( X \) \((m,n,3)\) can be conceived to represent the discretization of the \( X \) matrix in Eq. (1). \( F_m \) \((m,n,3)\) is a logical matrix, which is then assigned to be true in the domain of the mobile mass and false for all other cases. Matrix \( F_{ada} \) \((m,n,3)\) is another logical matrix, which is obtained by the addition of two extra nodes in all the directions, to the already existing nodes in the domain of the mobile mass. In the front of the predictor-corrector-averaged step expressed in Eqs. (15)–(17), a Matlab command \( X_{=}=X \) \((F_{ada})\) is executed to convert the three-dimensional matrix \( X \) into a one-dimensional \((1D)\) array. The 1D array \( X \) can then be used in the predictor-corrector-averaged step. At the end of the predictor-corrector-averaged step, the command \( X \) \((F_{ada})=X_{=} \) updates the corresponding data in the variable computational domain. In this way, the computation will be adaptively focused on the mobile mass area.

3. Numerical tests

3.1. One-dimensional dam break simulation

In the first numerical test, the 1D dam break problem is solved by using the Massflow-2D code. Such dam break problem has been adopted to verify shock-capturing capacity and used extensively by many authors after an analytical solution was proposed by Stoker (1957). In the current framework, the Massflow-2D code can be reduced to solve the one-dimensional problem with some minor modifications. The initial upstream water depth \( h_1 \) is set to 1.0 m and the downstream water depth \( h_2 \) is set to \( 10^{-1} \), \( 10^{-3} \), \( 10^{-6} \) m. The present configuration is the same as that used by Louaked and Hanich (1998). In this case, the constant earth gravity \( g = 9.8 \text{ m/s}^2 \) is adopted. Figs. 2–4 show the comparison of the computational and analytical solution for \( h_2 = 10^{-1}, 10^{-3}, 10^{-6} \) for time \( t = 0.1 \text{ s} \). It is quite evident that the computational solution shows a good agreement with the analytical solution, even for the case of \( h_1/h_2 = 10^6 \), as shown in Fig. 3. Therefore, the current numerical scheme can be considered sufficiently robust for the case of very low initial flow depth. The results show that the solution is correct when a low initial flow depth is used—a condition that is usually adopted by most authors.

3.2. Two-dimensional dam break simulation

In the two-dimensional scenario, the Massflow-2D code is applied to simulate the 2D frictionless partial dam break problem studied by Fennema and Chaudhry (1990). This problem has also been investigated by several other researchers as well.
The computational domain for this problem consists of a 200 m \( \times \) 200 m region and is subdivided into 80 \( \times \) 80 rectangular meshes. As the initial conditions, the upstream water depth is set to 10 m and the downstream water depth is set to 5 m. The breach, located at \( x = 100 \) m and

Fig. 7. Snapshots of the deposition height contour of the Nora debris flow at \( t = 100 \) s, 200, 400, 600, 800, and 1000 s (a–f). (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
95 m ≤ y ≤ 175 m, is assumed to fail instantaneously. Fig. 5(a) and (b) show the 3D view of the water surface elevation, contour map of water depths and velocity vector arrows at t = 7.2 s. The whirlpools at both sides of the dam site are evident as well. Additionally, the current computational results show a good agreement with previous results for the same problem (Alcrudo and García-Navarro, 1993; Fagherazzi et al., 2004; Fennema and Chaudhry, 1990; Lin et al., 2003; Xia et al., 2010).

3.3. Hong Kong landslide simulation

The rainfall-induced landslide, which occurred in Hong Kong in 2000 and was investigated by Chen and Lee (2003), constitutes the third example in this study. The DEM data of the ground surface and the activated initial source zone are created from the terrain elevation map provided by Chen. The Coulomb friction model and the lateral earth pressure expressed in Eq. (10) are adopted for this purpose and shown in Table 1. The grid size is set to 0.5 m and the time increment is taken as 0.005 s. The successive depth contours of the mobilized debris at t = 0, 6.5, 12 and 100 s are shown in Fig. 6. It is quite evident that the debris trajectory is well constrained in the area where field measurement is available. The estimated final front of the debris is located at 126 m, which agrees very well with the field observation of 120 m and Chen’s results of 124 m. The computed deposition depths at the front and in the body are 0.7 m and 0.95 m, respectively, which match the corresponding field observations of 0.6 and 1.2 m. Therefore, as the results tally well with the field observations and Chen’s work, it is concluded that the current computational code is able to capture the dynamic nature of real landslide hazards.

3.4. Nora debris flow simulation

The dynamic procedure of the Nora debris flow in the Italian Alps in 2000, which has been carefully researched by Pirulli and Marco (2010), is computed by the Massflow-2D program to test its robustness. A high-resolution pre-event DEM with 5 m grid spacing is generated from the topographic map in Pirulli’s paper. An initial source with a volume of approximately 10,000 m³ is placed in the upstream channel. The Voellmy parameters are taken as μ = 0.1 and c = 200 m²/s², which have been demonstrated to give the best-fit numerical results (Pirulli and Marco, 2010). The time step is set to 0.005 s. The sequential snapshots of the debris flow height as well as the field deposition area are shown with a red line in Fig. 7. Evidently, the debris flow initially moves down along the valley. It then bifurcates into two parts inside an alluvial fan. The final deposition zone, shown in Fig. 7(f), is consistent with the field observations and Marina’s numerical results. Moreover, the variable computational domain method reduces the computational cost significantly because the moving mass of debris occupies a very small part of the whole computational domain.

4. Conclusions and remarks

In this contribution, a robust and high-resolution MacCormack-TVD finite difference scheme with variable computational domain is implemented into Massflow-2D and is verified by a series of numerical tests. The excellent agreement with previous results ensures the robustness and validity of the current calculations. To enhance and strengthen the Massflow-2D code, additional factors that include surface erosion, sediment load and porous pressure need to be incorporated and will be the focus of future studies.
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