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基于内分泌激素调节机制的量子进化算法

孔晓琳，王毅，巨安丽，齐敏，吕国云，樊养余

（西北工业大学 电子信息学院，陕西 西安）

摘 要：针对传统量子进化算法中搜索某些适应度函数时的稳不稳定性和精确性差的问题，在计算量子旋转角时引入内分泌激素调节规律，使得量子旋转角根据性激素浓度的个体适配度值自适应调整，提出了一种基于内分泌激素调节机制的量子进化算法，并用于 Schaffer 函数寻找和三维人脸图像分割。仿真实验结果表明，该算法不仅保留了传统量子进化算法收敛速度快的特点，而且提高了其精确性和稳定性。关 键 词：量子进化算法，内分泌机制，量子旋转角
中图分类号：TP391 文献标识码：A 文章编号：1000-2758(2011)06-0978-06

量子进化算法（quantum evolution algorithm，QEA）是在概率进化算法的基础上发展起来的新进化算法，是量子计算与进化计算融合的产物。该算法以量子计算（quantum computing）的一些概念和理论，诸如量子比特（qubits）和量子叠加态（superpositions of states）作为基础，使用量子比特编码染色体，这种概率幅度表示可以使得一个染色体同时表示多个状态的信息，带来丰富的种群，并利用量子运算门实现染色体的更新操作，从而实现种群的优化。


L. S. Farby 于 2001 年提出了对激素腺体分泌激素的通用规律[10,11]：激素的变化规律具有单调性和非负性，激素分泌调节的上升和下降遵循 Hill 函数规律。为了改进传统量子进化算法中存在的问题，本文引入内分泌激素的调节规律，构造基于内分泌调节机制的数学因子，使量子旋转角根据当前进化代数和个体的适应度值自适应地调节旋转角度值，这有效增强了进化过程的种群多样性，并利于克服早熟现象和进化缓慢问题，标准测试函数和实际人脑数据实验验证了本文所提算法有着更好的收敛性，且精确性和稳定性较传统量子进化算法有较大提高。

1 内分泌激素调节量子进化算法

1.1 量子染色体

量子进化算法（quantum evolution algorithm，QEA）是量子计算与进化计算融合的产物。在量子进化算法（QEA）中，最小的信息单元为一个量子位——量子比特。一个量子比特的状态可以是 0 或 1，其状态可以表为

$$|\Psi\rangle = \alpha|0\rangle + \beta|1\rangle$$

（1）
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式中, α, β 为表示相应状态出现概率的两个复数 \( a | \alpha^2 + | \beta^2 = 1 \); \( a | \alpha^2, | \beta^2 \) 分别表示量子比特处于状态 0 和状态 1 的概率。

一个具有 \( m \) 个量子比特的系统可以描述为

\[
\begin{bmatrix}
\alpha_1 & \alpha_2 & \cdots & \alpha_m \\
\beta_1 & \beta_2 & \cdots & \beta_m
\end{bmatrix}
\]  (2)

式中, \( a | \alpha^2 + | \beta^2 = 1 \), \( i, j = 1, 2, \cdots, m \) 为量子比特的状态数。这种方法可以表示任意的线性叠加态, 一个具有 \( m \) 个量子比特的系统可表示为 \( 2^m \) 个状态。因为量子比特是一种可以表示任意的线性叠加态, 所以量子进化算法具有丰富的多样性, 但随着量子比特数趋于 0 或 0, 量子色体收敛于一个状态, 这时多样性消失, 算法收敛。

与传统进化算法相比, 量子进化算法 (QEA) 具有很多优点: 更好的种群多样性、全局寻优能力和群体规模较小但不影响算法的性能; 在进化过程中利用了个体过去的历史信息等等。

1.2 内分泌系统调节规律

内分泌系统由内分泌细胞、内分泌腺体所分泌的激素（如荷尔蒙）和内分泌腺体所组成, 是生物信息传递系统, 通过分泌的多种激素调节机体的生理功能, 维持与环境的相对稳定, 从而影响生物体的行为。

L.S. Farhy 于 2001 年提出了对激素腺体分泌激素的通用规律: 激素的变化规律具有单调性和非负性, 激素分泌调节的上升和下降遵循 Hill 函数规律, 如以下方程式所示

\[
F_{up}(G) = \frac{G}{T + G} \\
F_{down}(G) = \frac{T}{T + G}
\]  (3)

式中, \( F \) 为 Hill 调控函数, \( up \) 和 \( down \) 分别表示刺激和抑制关系, \( G \) 为函数自变量; \( T \) 为阈值, 且 \( T > 0 \); \( n \) 为 Hill 系数, 且 \( n \geq 1 \); \( n \) 为 Hill 数字, 且 \( n \) 同时确定等线上升和下降的斜率。Hill 函数有如下性质:

1) \( F_{up}(G) = 1 - F_{down}(G) \)

2) \( F(G) \) 为 Hill 函数, \( 0 < F(G) < 1 \),

3) \( F(G) \) 为 Hill 函数, \( 0 < F(G) < 1 \),

其中, \( F(G) \) 表示荷尔蒙分泌的荷尔蒙和消减同时作用, 荷尔蒙浓度的计算公式如下

\[
C(t) = \int_{0}^{t} S(\tau)e^{-a(t-\tau)}d\tau
\]  (5)

式中, \( C \) 表示荷尔蒙浓度, \( t \) 是时间, \( S \) 表示荷尔蒙分泌速率, \( a \) 表示荷尔蒙消减率。

如果激素 \( x \) 受激素 \( y \) 控制, 则激素 \( x \) 的分泌速率 \( S_x \) 与激素 \( y \) 的浓度 \( C_y \) 的关系为

\[
S_x = aF(C_y) + S^n_x
\]  (6)

式中, \( S^n_x \) 表示激素 \( x \) 的基础分泌速率, \( a \) 为常量系数。

1.3 基于内分泌调节机制的量子进化算法

基于内分泌调节机制的量子进化算法利用激素调节的 Hill 函数规律, 设计调节旋转量子角的因子, 使得该算法的旋转量子角随着内分泌激素的相互促进和抑制, 来对环境变化作出反应, 以达到逐渐适应环境的能力, 使个体保持较好的多样性, 有效克服早熟和进化缓慢等问题。基于内分泌激素调节机制的量子进化算法的流程图如图 1 所示。

图 1 本文算法流程图

本文算法具体步骤如下:

1) 初始化进化代数: \( g = 1 \);

2) 初始化元素种群 \( Q(g) \), 设种群大小为 \( n \), 初始化种群的每个个体中 \( a \) 和 \( b \) 均为 \( 1 / \sqrt{2} \), 这意味着几乎所有可能的线性叠加态以相同的概率出现。

3) 采用概率观测法对种群 \( Q(g) \) 中的所有个体
依次进行观测，得到二进制种群 $P(g)$；
4) 对于种群 $P(g)$ 中的每一个二进制解，适用应度函数进行评价并保存最优解；
5) 判断是否满足停止条件，若满足则算法终止，保留最优解，若不满足则继续；
6) $g = g + 1$，由 $Q(g - 1)$ 生成 $P(g)$，同步骤3；
7) 评价 $P(g)$ 并保存最优解，若 $P(g)$ 中的最优解比所保存的最优解好，就用它取代所保存的最优解；
8) 由量子门更新 $Q(g)$，使染色体向具有更高适应度的染色体变异；量子旋转门$^{[5-7,13]}$ 可表示为
$$U(\theta) = \begin{bmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{bmatrix}$$
(7)
量子比特的更新过程可描述为
$$[\alpha_i, \beta_i] = \begin{bmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{bmatrix} \times [\alpha_i]$$
(8)
式中，$\theta$ 表示旋转角度。

本文引入内分泌激素的调节规律，构造基于内分泌调节机制的数学因子，使量子旋转角根据当前进化代数和个体的适应度值自适应地调节旋转角度值，基于内分泌调节机制的数学因子设计如下式所示
$$e = \frac{(f(x))^2}{(f(b) - f(m))^2 + (f(x))^2}$$
(9)
式中，$f(x)$ 是当前个体的适应度值，$f(b)$，$f(m)$ 分别是当前进化代数的最大、最小适应度值；系数因子 $n = 2$，控制 Hill 函数的斜率。随着当前个体适应度值的增加，旋转量子角度值也随之增加，反之亦然。

本文算法的旋转量子角度值计算公式如下
$$\theta = e \times \Delta \theta$$
(10)
式中，$\Delta \theta$ 的取值如表 1 所示，旋转角 $\theta$ 根据调节因子 $e$ 自适应调整。
9) 返回步骤 5)。

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>$b_i$</th>
<th>$f(x) \geq f(b)$</th>
<th>$\Delta \theta$</th>
<th>$s(\alpha, \beta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>是</td>
<td>0</td>
<td>± 1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>是</td>
<td>0</td>
<td>± 1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>是</td>
<td>0.01\pi</td>
<td>+ 1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>否</td>
<td>0</td>
<td>± 1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>是</td>
<td>0.01\pi</td>
<td>- 1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>否</td>
<td>0</td>
<td>± 1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>否</td>
<td>0</td>
<td>± 1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>是</td>
<td>0</td>
<td>± 1</td>
</tr>
</tbody>
</table>

2 实验结果及分析

2.1 实验一：测试函数
为了验证本文算法的有效性，对 Schaffer 函数进行测试，该函数在定义域内只有一个全局最小点 $f(0,0) = 0$，表示为
$$f(x_1, x_2) = 0.5 + \frac{\sin^2(\sqrt{x_1^2 + x_2^2} - 0.5)}{1.0 + 0.001(x_1^2 + x_2^2)}$$
(11)
$$x_1, x_2 \in [-100, 100]$$

Schaffer 函数的三维曲线图如图 2 所示，它在定义域范围内仅有一个全局最小点。

![Schaffer 函数的三维曲线图](image)

表 2 算法结果对比

<table>
<thead>
<tr>
<th></th>
<th>均值</th>
<th>方差</th>
<th>运行时间</th>
</tr>
</thead>
<tbody>
<tr>
<td>量子</td>
<td>$x_1$</td>
<td>127.54</td>
<td>6.092</td>
</tr>
<tr>
<td>进化</td>
<td>$x_2$</td>
<td>128.08</td>
<td>6.238</td>
</tr>
<tr>
<td>算法</td>
<td>最优值</td>
<td>$4.762 \times 10^{-3}$</td>
<td>$1.191 \times 10^{-4}$</td>
</tr>
<tr>
<td>本文</td>
<td>$x_1$</td>
<td>127.44</td>
<td>6.090</td>
</tr>
<tr>
<td>算法</td>
<td>最优值</td>
<td>$4.636 \times 10^{-3}$</td>
<td>$1.100 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

表 2 列出了量子进化算法和本文算法所得结果的平均值、方差和算法单次运行时间的平均值，对比了两种算法的性能。本文算法的最优值平均值比量子进化算法减小 $0.126 \times 10^{-3}$，方差减小 $0.091 \times 10^{-5}$，平均值代表了算法的精确性，方差代表了算法
的稳定性，可以看出本文算法的精确性、稳定性都得到了提高。

![图3 量子进化算法和本文算法收敛曲线](image1)

![图4 图3前80代的放大图](image2)

由图3、图4两种算法的收敛曲线可以看出，虽然传统量子进化算法收敛很快，但最终收敛到的适应度值大于本文算法的结果。本文算法虽然在70代左右才完全收敛，但显然摆脱局部最优值的能力较传统量子进化算法更强。

### 2.2 实验二：三维医学图像分割

为了更进一步验证本文算法的性能，我们将其应用于三维分割的最佳阈值法。

将信息论中的Shannon熵概念用于三维医学图像分割，其依据是使得图像中目标与背景分布的信息量最大，即通过测量图像灰度直方图的熵找出最佳阈值。通过计算最大熵，就可以确定出分割所需的最佳阈值[12]。

根据Shannon熵的概念，对于灰度范围为[0,1]的图像，其直方图的熵定义为

\[
H = - \sum_{i=0}^{L-1} p_i \ln p_i
\]

式中 \( p_i \) 为第 \( i \) 个灰度出现的概率。在双阈值的情况下，若 \( t_1 < t_2 \) 时，则图像的熵为

\[
H(t_1, t_2) = \ln \left( \sum_{i=0}^{t_1} p_i \right) + \ln \left( \sum_{i=t_1+1}^{t_2} p_i \right) + \ln \left( \sum_{i=t_2+1}^{L-1} p_i \right) - \sum_{i=0}^{t_1} p_i \ln p_i - \sum_{i=t_1+1}^{t_2} p_i \ln p_i - \sum_{i=t_2+1}^{L-1} p_i \ln p_i
\]

（13）

最佳阈值 \( t_1^*, t_2^* \) 为使熵取得最大值。最大熵函数的三维图如图5所示。

![图5 最大熵函数的三维图](image3)

本文将图6所示的脑部256级三维灰度原始图像（体素数分别为174×138×119的三维搜索空间）分割为脑灰质、脑白质、脑脊液三部分[13]。根据最佳熵阈值法，求出两个阈值，所以量子比特数 \( m = 16 \)。前8位表示阈值 \( t_1 \)，后8位表示阈值 \( t_2 \)。根据穷尽搜索的结果，真实阈值为(61, 113)，真实最大熵值为11.9178。

![图6 脑部原始图像](image4)

在种群 \( n = 50 \)，最大进化代数 \( g_{\text{max}} = 200 \) 的条件下，本文算法50次计算所得平均熵值并取整为 \( t_1 = 61, t_2 = 113 \)，所得平均最大熵值为11.9175124，而量子进化算法在同样的条件下运行50次所得的最大熵平均值为11.9174346，结果如表3所示。本文算法的最大熵值比量子进化算法增加0.0001，而方差减小3.117×10^{-6}。

本文算法分割结果如图7所示。图7a）为大脑脑脊液部分的三维视图（脑室内及脑部外边缘处均含有脑脊液）。图7b）为大脑脑灰质部分的三维视图。图7c）为大脑数据沿轴位切去一部分的脑白质。
三维视图。

表 3 算法结果对比

<table>
<thead>
<tr>
<th>算法</th>
<th>结果</th>
<th>平均值</th>
<th>方差</th>
<th>运行时间</th>
</tr>
</thead>
<tbody>
<tr>
<td>量子</td>
<td>阈值 $l_1$</td>
<td>61.52</td>
<td>2.051</td>
<td></td>
</tr>
<tr>
<td>进化</td>
<td>阈值 $l_2$</td>
<td>113.4</td>
<td>1.202</td>
<td></td>
</tr>
<tr>
<td>算法</td>
<td>最大熵</td>
<td>11.917 $4 \times 10^{-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>本文</td>
<td>阈值 $l_1$</td>
<td>61.40</td>
<td>1.510</td>
<td></td>
</tr>
<tr>
<td>算法</td>
<td>阈值 $l_2$</td>
<td>113.28</td>
<td>0.736</td>
<td></td>
</tr>
<tr>
<td>最大熵</td>
<td>11.917 $5 \times 10^{-9}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

图 7 分割结果

算法用于三维人体图像分割的收敛曲线如图 8 所示。由图 8 可以看出本文算法在保持传统量子进化算法快速收敛特点的同时，也提高了算法的稳定性和精确性。

由图 9 可以看出本文算法在 30 代左右的最大熵值已经稳定且大于标准量子进化算法。

3 结 论

本文将内分泌激素调节规律引入到量子进化算法中，构造了基于内分泌调节机制的数学因子来调节量子旋转角度值，提出了一种基于内分泌激素调节机制的量子进化算法。该算法在计算旋转角度时加入了数学调节因子 $e$，算法的运算耗时基本保持不变，但提高了搜索的准确性和稳定性，将其应用于 Schaffer 函数寻优和三维人体图像分割，证实了它的优越性。
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Abstract: Section 1 of the full paper explains our improved algorithm mentioned in the title. Its core consists of: "The traditional quantum evolutionary algorithm is sometimes unstable and inaccurate when it is used in searching the best solution of a fitness function. To solve this problem more effectually, the endocrine hormone regulation law was introduced into the quantum evolutionary algorithm when quantum rotation angles were calculated. The quantum rotation angles were self-adaptable to match the number of the population evolutionary generations and those of fitness values of solutions. "This algorithm was applied to the Schaffer function and 3D human brain image segmentation; the experimental results, presented in Tables 2 and 3, Figs. 3 and 4, and Figs. 7 through 9, and their analysis show preliminarily that the stability and the accuracy of the quantum evolutionary algorithm was indeed improved while the high-speed of convergence was maintained.

Key words: algorithms, analysis, chromosomes, convergence of numerical methods, experiments, flowcharting, functions, image segmentation, mechanisms, quantum theory, stability, endocrine mechanism, quantum evolutionary algorithm, quantum rotation angle