Online selection of the best $k$-feature subset for object tracking
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Abstract

In this paper, we propose a new feature subset evaluation method for feature selection in object tracking. According to the fact that a feature which is useless by itself could become a good one when it is used together with some other features, we propose to evaluate feature subsets as a whole for object tracking instead of scoring each feature individually and find out the most distinguishable subset for tracking. In the paper, we use a special tree to formalize the feature subset space. Then conditional entropy is used to evaluating feature subset and a simple but efficient greedy search algorithm is developed to search this tree to obtain the optimal $k$-feature subset quickly. Furthermore, our online $k$-feature subset selection method is integrated into particle filter for robust tracking. Extensive experiments demonstrate that $k$-feature subset selected by our method is more discriminative and thus can improve tracking performance considerably.

1. Introduction

Object tracking has been a hot research topic for decades, for its wide applications in computer vision fields such as traffic surveillance, human computer interaction and 3D scene reconstruction. As analyzed in [1], feature selection has become an important approach to model the observation model for visual tracking. This is because, intuitively, not all the available features are useful to distinguish objects with background, and some may generate negative effects and even lead to “drift”.

Another problem for object tracking is that target moves continuously, while background often changes. As a result, the most representative features may change over time and online feature selection method is needed for updating features. However, most existing methods (e.g. [1–5]) usually evaluate features separately through a feature evaluation function, such as log likelihood ratio in [1] and Bayes error in [5]. This provides every feature a score or builds each feature into a weak classifier ([2–4]) in boosting, and then selects better features or classifies separately. However, these approaches may neglect two interesting facts pointed out in [6] and [7]. One is that a feature that is bad when used by itself may become a very good one when it is used together with some other features. The other is that those presumably redundant features could help each other providing stronger classification ability. In the context of tracking, diverse features, such as different channels of color, texture, shape, describe the target from different aspects. Intuitively, compared to selecting feature separately, selecting subset of features together generally could obtain feature subsets that have stronger predictive and discriminative ability for visual tracking. As an example shown in Fig. 1, image (b) displays the positions and weights of particles obtained using features selected by our feature subset selection method, while (c) displays particles’ weights generated with features selected by Collins et al. [1]. We can see that in (d), in the selected feature space, object and background could be separated. So using features selected with our method, the weights of those particles distributing on the target man are relative higher. Therefore tracking result marked by the red rectangle in (b) is accurate. However, as shown in (e), with each single feature, it is not easy to distinguish the distributions. But they generate good result when they are used together as shown in (d). Moreover, as shown in (c), the used features could not distinguish the target from his surroundings and those particles located on the man in the red coat have higher weights. So the tracker generates wrong tracking result (green rectangle in (c)).

Therefore, considering the target and background as two classes in tracking, we evaluate the ability of the feature subset as a whole and select the most effective feature subset for discriminating the two classes. Firstly, we use a subset tree whose leaves represent all of the candidate subsets. Secondly, we propose to evaluate the node of this tree with conditional entropy [6], which reflects the uncertainty of class label when feature subset is known. Thirdly, we use greedy algorithm to search the feature subset tree in order to find out the global optimal feature subset quickly. Finally, we...
embed our feature subset selection method into particle filter framework and during tracking we re-select the feature subset to adapt to background’s and the target’s variations. The flowchart is shown in Fig. 3.

2. Feature subset selection for tracking

For object tracking, feature subset selection is to select the most representative $k$-feature subset that could separate the tracked target from the background. Apparently if the size of the set is $n$, the size of its subsets containing $m$ elements is $C_m^n$, which may be very large. For example, in [1] there are 49 linear combinations of $R$, $G$, $B$ and the number of its 5-element subsets is $1,906,884$. Facing the large candidate space, we must handle two challenges. One is how to describe it so that it can be easily traversed. The other is how to find out the optimal subset fast and update it online in real-time tracking. In order to judge whether a feature subset is better than the others or not, a function $S$ is usually defined to provide feature subset (referred as $X$) a quantitative evaluation (referred as $S(X)$) and the goal of feature selection becomes finding out a feature subset of the given size that can minimize $S(X)$.

2.1. Feature subset representation

As we discussed above, candidate subset space is the set of all possible feature subsets which may be very large. We propose to build a special tree $T$ (e.g. Fig. 2), whose leaves could represent those candidate subsets. Let $N_1, N_2, \ldots, N_r$ represent the node set of $T$. We label each node with a number (referred to as the label of the node) which corresponds to a feature except for zero. For example, number $i$ denotes feature $f_i$. The level of a node is the length of the shortest path from this node to the root and the largest level is defined as the depth of this tree. Then our tree should satisfy three following conditions:

1. Each subtree is tree-ordered: the labels of children nodes are larger than that of the root.
2. If the depth of the tree is $L$, then all of the leaf nodes should be on level $L$.
3. Let $k$ represent the size of the feature subset that we want to select, then the depth of the tree should be $k$. Let $n$ denote the size of feature pool, if a node with label $i$ is on level $l$, it should have $n - i - k + l + 1$ branches. This condition can be derived from condition (1) and (2). In object tracking, since $k$ usually is much smaller than $n$, the depth of the this tree would be very small.

As we use this tree to denote the candidate feature subset space, we name this tree as “feature subset tree” (FST). For every node, there is a shortest path connecting it with the root (e.g. the red nodes in Fig. 2 constitute the shortest path that connects the root and a leaf). The label set of the nodes on this path denotes the set of eliminated features. So if the size of feature pool is $n$, then traversing such a tree whose depth is $k$ can get all of the subsets of size $k$. The pseudo-code for building FST is presented in Table 1.

2.2. Feature subset evaluation in object tracking

In our method, we use conditional entropy [8] to evaluate the discriminative ability of a feature subset, which quantifies the uncertainty of a random variable when another variable is given. At time $t$, let $\Omega_t$ represent a feature subset and $p(\omega_t | \alpha_t)$ ($\alpha_t$ is a vector)
denote its probability density function. Let $c_1$ and $c_2$ represent target class and background class in object tracking and $C = \{c_1, c_2\}$.

The evaluate function $S(\Omega_t)$ for $\Omega_t$ is defined as conditional entropy $H(C|\Omega_t)$.

\[
S(\Omega_t) = H(C|\Omega_t) = \int p(\omega_t)H(C|\omega_t)\,d\omega_t, \quad \text{(1)}
\]

\[
= \sum_{i=1}^{2} \int p(\omega_t, c_i)\left(-\log \frac{p(\omega_t|c_i)p(c_i)}{p(\omega_t)}\right)\,d\omega_t, \quad \text{(2)}
\]

\[
= \sum_{i=1}^{2} \int p(\omega_t, c_i)(-\log p(\omega_t|c_i) - \log p(c_i) + \log p(\omega_t))\,d\omega_t,
\]

\[
= \sum_{i=1}^{2} \int p(\omega_t, c_i)(-\log p(\omega_t|c_i))\,d\omega_t + \sum_{i=1}^{2} (-\log p(c_i))
\]

\[
\times \int p(\omega_t, c_i)\,d\omega_t - \int (-\log p(\omega_t)) \sum_{i=1}^{2} p(\omega_t, c_i)\,d\omega_t,
\]

\[
= \sum_{i=1}^{2} \int p(\omega_t, c_i)(-\log p(\omega_t|c_i))\,d\omega_t + \sum_{i=1}^{2} (-\log p(c_i))p(c_i)
\]

\[
- \int (-\log p(\omega_t))p(\omega_t)\,d\omega_t,
\]

\[
= \sum_{i=1}^{2} p(c_i) \int p(\omega_t|c_i)(-\log p(\omega_t|c_i))\,d\omega_t + H(C) - H(\Omega_t), \quad \text{(4)}
\]

with

\[
H(C|\omega_t) = \sum_{i=1}^{2} p(c_i|\omega_t)(-\log p(c_i|\omega_t)). \quad \text{(7)}
\]

\[
H(\Omega_t) \text{ and } H(C) \text{ are the entropy of } \Omega_t \text{ and } C \text{ respectively. In our experiments, we use Gaussian distribution } (N(\mu_t^j, \Sigma_t^j)) \text{ to model } p(\omega_t|c_i) \text{ (i = 1, 2)}. \text{ Then we could derive}
\]

\[
\int p(\omega_t|c_i)\log p(\omega_t|c_i)d\omega_t = \int p(\omega_t|c_i)\ln p(\omega_t|c_i)d\omega_t = \frac{1}{\ln 10} \int p(\omega_t|c_i)\left(\frac{1}{2}(\omega_t - \mu_t^j)'(\Sigma_t^j)^{-1}(\omega_t - \mu_t^j)\right)d\omega_t,
\]

\[
= \frac{1}{\ln 10} \int p(\omega_t|c_i)[(\sqrt{2\pi})^{N_0}/\sqrt{|\Sigma_t^j|})d\omega_t
\]

\[
= \frac{1}{\ln 10} E \left[-\frac{1}{2}(\omega_t - \mu_t^j)'(\Sigma_t^j)^{-1}(\omega_t - \mu_t^j)\right] - \frac{1}{\ln 10}\ln((\sqrt{2\pi})^{N_0}/\sqrt{|\Sigma_t^j|}). \quad \text{(10)}
\]

Let \((\Sigma_t^{-1})_{r,s}\) and \((\Sigma_t)_{r,s}\) denote the rth row, jth column element of \((\Sigma_t^{-1})_{r,s}\) and \((\Sigma_t)_{r,s}\) respectively, \(\omega_{r,t}\) and \(\mu_{r,t}\) represent the rth element of the vector \(\omega_t\) and \(\mu_t\). Since

\[
(\omega_t - \mu_t^j)'(\Sigma_t^j)^{-1}(\omega_t - \mu_t^j) = \sum_{r=1}^{N_0} \sum_{j=1}^{N_0} (\Sigma_t^{-1})_{r,j} (\omega_{r,t} - \mu_{r,t})(\omega_{j,t} - \mu_{j,t}),
\]

\[
E(\omega_{r,t} - \mu_{r,t})(\omega_{j,t} - \mu_{j,t}) = (\Sigma_t^j)_{r,j} = (\Sigma_t^{-1})_{r,j}. \quad \text{(11)}
\]

we can derive

\[
E \left[-\frac{1}{2}(\omega_t - \mu_t^j)'(\Sigma_t^{-1})_{r,j}(\omega_t - \mu_t^j)\right] = \frac{1}{2} \sum_{r=1}^{N_0} \sum_{j=1}^{N_0} (\Sigma_t^{-1})_{r,j} (\Sigma_t^j)_{r,j}
\]

\[
= \frac{1}{2} \sum_{r=1}^{N_0} 1 = \frac{N_0}{2}. \quad \text{(14)}
\]

substitute above two equations into Eq. (11), we could easily obtain

\[
\int p(\omega_t|c_i)\log p(\omega_t|c_i)d\omega_t = -0.5N_0^0 \frac{1}{\ln 10} \ln (2\pi)^{N_0}/\sqrt{|\Sigma_t^j|}
\]

\[
= -0.5N_0^0 - 0.5\log (2\pi)^{N_0}/\sqrt{|\Sigma_t^j|}. \quad \text{(16)}
\]
As \( p(\omega_i) = p(\omega_i|c_1)p(c_1) + p(\omega_i|c_2)p(c_2), \) and \( p(\omega_i|c_1), (i = 1, 2) \) follows Gaussian distribution, \( p(\omega_i) \) follows Gaussian mixture distribution \( G(\omega_i) \).

\[
G(\omega_i) = p(c_1)N(\mu_i, \Sigma_i^1) + p(c_2)N(\mu_i, \Sigma_i^2).
\]

According to [10], the entropy for \( \Omega_t \) could be approximated by,

\[
H(\Omega_t) \approx -\sum_{i=1}^{2} p(c_i)\log(G(\mu_i^t)) - \sum_{i=1}^{2} 0.5p(c_i)F(\mu_i^t) \circ \Sigma_i^t.
\]

with

\[
F(\mu_i^t) = \frac{1}{G(\mu_i^t)} \sum_{j=1}^{2} p(c_j) \left( \Sigma_j^1 \right)^{-1} \left( \mu_j^t - \mu_i^t \right) \left( \Sigma_i^1 \right)^{-\frac{1}{2}} \left( \mu_j^t - \mu_i^t \right)^T + \frac{1}{G(\mu_i^t)} \left( \Sigma_i^1 \right)^{-\frac{1}{2}} \Delta \mu_i^t \left( \Sigma_i^1 \right)^{-\frac{1}{2}} \Delta \mu_i^t - I,
\]

where

\[
\Delta \mu_i^t = \mu_i^t - \mu_j^t,
\]

\[
\nabla \log[G(\mu_i^t)] = \frac{1}{G(\mu_i^t)} \Sigma_i^t.
\]

\[
N(\mu_i^t, \Sigma_i^t) = \frac{1}{(2\pi)^n|\Sigma_i^t|} \exp\left( -\frac{1}{2} (\Delta \mu_i^t)^T \left( \Sigma_i^t \right)^{-1} \Delta \mu_i^t \right).
\]

the operator \( \circ \) of two matrices \( A(a_{ij}) \) and \( B(b_{ij}) \) is defined as:

\[
A \circ B = \sum_{ij} a_{ij}b_{ij}.
\]

We can see that the larger the \( \|\Delta \mu_i^t\| \), the smaller \( N(\mu_i^t, \Sigma_i^t) \) and \( N(\mu_j^t, \Sigma_j^t) \) are, leading to smaller \( F(\mu_i^t) \) and \( F(\mu_j^t) \).

Substituting Eqs. (19) and (17) into Eq. (6), we can derive that,

\[
S(\Omega_t) \approx 0.5p(c_1)\log((2\pi)^{n/2}|\Sigma_1^t|) + 0.5p(c_2)\log((2\pi)^{n/2}|\Sigma_2^t|) + H(C) + \sum_{i=1}^{2} p(c_i)\log(G(\mu_i^t)) + 0.5p(c_i)F(\mu_i^t) \circ \Sigma_i^t + \frac{N_{th}}{2nh^2}.
\]

In information theory, conditional entropy \( H(C|\Omega_t) \) reflects the uncertainty of \( C \) when \( \Omega_t \) is known. More concretely, if \( C \) is only relevant with \( \Omega_t \), \( H(C|\Omega_t) \) will be zero. This is because if \( \Omega_t \) is known, no more information is needed to decide the value of \( C \). If \( C \) is independent with \( \Omega_t \), \( H(C|\Omega_t) \) will be the entropy of \( C \) as \( \Omega_t \) could not provide any information about \( C \) at all. So the smaller it is, the better the feature is. Feature subset selection is to find out the optimal one \( \{\Omega_t\} \) that has the smallest conditional entropy.

\[
\Omega_t^* = \arg\min_{\Omega_t} \{S(\Omega_t)\}.
\]

From Eq. (25), we can see that the smaller \( |\Sigma_1^t| \) and \( |\Sigma_2^t| \) are, the smaller \( S(\Omega_t) \) is. Meanwhile, the larger the \( \|\Delta \mu_i^t\| \), the smaller \( F(\mu_i^t) \) and \( F(\mu_j^t) \) are, therefore the smaller \( S(\Omega_t) \) is. In other words, if a feature subset \( \Omega_t \) leads to smaller within class scatter matrices and larger between class scatter matrix, \( S(\Omega_t) \) will be smaller. Intuitively, using the features obtained through our feature subset selection method, the distribution of samples within the same class is more concentrated while samples belonging to different classes are more scattered. This means, with the selected feature subset, the tracked target and background are very easy to discriminate.

2.3. Feature subset searching algorithm

Here let \( R(N) \) denote the label set on the shortest path connecting the root and node \( N \), we use \( S(R(N)) \) to score \( R(N) \). Then

\[ k\text{-feature subset problem can be regarded as finding a leaf that has the smallest score. Apparently, through traversing FST, we can easily obtain all the feasible subsets and then select the best one. However, the FST could be very large, so traversing the whole tree to find out the best k-feature subset is very time-consuming. Therefore, propose to search this tree in a greedy way [9]. Every time, we select the best node to extend until the selected node is on kth level. Then many nodes are not searched and evaluated when we get an optimal feature subset. The details are presented in Table 2.} \]

2.4. Online feature subset selection for object tracking

Particle filtering is a method for estimating the future unknown state \( s_t \) from the sequential observations \( z_{0:t} = \{z_0, z_1, \ldots, z_t\} \).

\[
p(s_t|z_{0:t}) = \frac{p(s_t, z_{0:t})}{p(z_{0:t})},
\]

\[
= \frac{p(s_t|z_{0:t-1})p(z_t|s_t, z_{0:t-1})}{p(z_t|z_{0:t-1})},
\]

\[
= \frac{p(s_t|z_{0:t-1})p(z_t|s_t, z_{0:t-1})}{p(z_t|z_{0:t-1})},
\]

\[
= k_t p(z_t|s_t) \int_{s_{t-1}} p(s_{t-1}|z_{0:t-1}) ds_{t-1},
\]

\[
\propto p(z_t|s_t) \int_{s_{t-1}} p(s_{t-1}|z_{0:t-1}) ds_{t-1},
\]

where \( k_t \) is an normalization constant which is independent of \( s_t \). Provided the state transition model \( p(s_t|s_{t-1}) \) and the observation model \( p(z_t|s_t) \), particle filter aims to approximate the posterior distribution function \( p(s_t|z_{0:t}) \) by a set of weighted particles \( \{ (s_t, w_t) \} \). The general procedure of particle filter algorithm is provided in Table 3.

For object tracking, we embed our feature subset selection into a simple particle filter tracking framework [11]. The state of the particle is denoted by \( s_k(x_k, y_k) \), where \( x_k \) and \( y_k \) are the coordinates
of particles. The observation of every particle is denoted by $z_t$. Then the posterior probability $p(st|z_0:t)$ of every particle is computed according to Eqs. (27)–(32), considering the probability $p(x_i|c_1)$ and $p(x_i|c_2)$.

$$p(z_t|s_i) = N(z_t; \mu_i^1, \Sigma_i^1) \left(1 - N(z_t; \mu_i^2, \Sigma_i^2)\right), \quad \text{(32)}$$

where

$$N(z_t; \mu_i^l, \Sigma_i^l) = \frac{1}{\sqrt{(2\pi)^N|\Sigma_i^l|}} \exp \left(-\frac{1}{2}(z_t - \mu_i^l)^T \Sigma_i^{-1}(z_t - \mu_i^l)\right) \quad (l = 1, 2).$$

To adapt to the variations of the target and background, during tracking, we collect new samples from the current frame when the target is located. At time $t$, let $N_i^t$, $\mu_i^t$, $\Sigma_i^t$ denote the number, mean, and covariance of these new samples that belong to class $c_l$ respectively, and $N_i^t$ represent the number of old samples in $c_l$, then $\mu_i^t$ and $\Sigma_i^t$ could be updated as follows:

1. **Initialization:**
   Generate a sample set $\{s_i^0, w_i^0\}_{i=1}^N$, according to the initial distribution $p(x_0)$, set $t = 1$.

2. **Resampling:**
   Generate a new sample set $\{s_i^t, w_i^t\}_{i=1}^N$ by resampling $\{s_i^t, w_i^t\}_{i=1}^N$.

3. **Prediction:**
   Predict $\{s_i^t\}_{i=1}^N$ for $\{s_i^{t-1}\}_{i=1}^N$ according to $p(s_t|s_{t-1})$.

4. **Update:**
   Compute the weight of the new particles $\tilde{w}_i^t = p(z_t|s_i^t)/N$ and $w_i^t = \sum_{i=1}^N \tilde{w}_i^t$.
\[
\mu^{t+1}_i = \frac{N_i^t \mu^t_i + N_i^f \tilde{\mu}_i^f}{N_i^t + N_i^f}, \quad (33)
\]

\[
\Sigma^{t+1}_i = \frac{1}{N_i^t + N_i^f} \left( N_i^t \Sigma^t_i + N_i^f \tilde{\Sigma}_i^f + \frac{N_i^t N_i^f}{N_i^t + N_i^f} (\mu^t_i - \mu_i^f)(\mu^t_i - \mu_i^f)^T \right), \quad (34)
\]

\[
N_i^{t+1} = N_i^t + N_i^f, \quad (35)
\]

Fig. 3 provides the framework of our tracking algorithm. The best k-feature subset is re-selected according to Table 2 and used to compute the weight of every particle in current frame.

For the “drift” problem brought by model update [15], we collect samples (denoted by \(S_0\)) in the initial frame. When weighting the particle, we consider the similarity between its observation and \(S_0\) (the pink and dotted arrows in Fig. 3 represent this procedure).

\[
\bar{w}(S_0, z_t, \Omega^t_i) = \exp \left( -\lambda ||h(S_0, \Omega^t_i) - h(z_t, \Omega^t_i)||^2 \right), \quad (36)
\]

Fig. 6. Tracking results and the selected features on “ThreePastShop2cor”.

(a) Tracking result of “ThreePastShop2cor” (the 1\(^{st}\) row: our result, the 2\(^{nd}\) row: Collins’ result, the 3\(^{rd}\) row: OBT, the 4\(^{th}\) row: CPT).

(b) The indexes of the features selected with our method and [1].
where $h(x, \Omega')$ is the histogram of the projection onto $\Omega'$ of $x$. Combining with Eq. (27), the weight function of particle is finally defined as,

$$w(z_t) = p(s_{t+1}|z_{0:t}) + \tilde{w}(s_0, z_t, \Omega').$$

(37)

3. Experiments

In our experiments, our feature set includes 20 features which are randomly selected from 49 combinations ($a_1R + a_2G + a_3B, a_1, a_2, a_3 \in \{-2, -1, 0, 1, 2\}$) of R, G and B [1]. We set $N_{\text{particles}} = 400$. For simplicity, motion model $p(s_{t+1}|s_t)$ is assumed to be

![Figure 7](Fig. 7. Tracking results and the selected features on "seq.mb").

(a) Tracking result of "seq.mb" (the 1st row: our result, the 2nd row: Collins’ result, the 3rd row: OBT, the 4th row: CPT).

(b) The indexes of the features selected with our method and [1].
Gaussian distribution. After we locate the target object, we collect the target's rectangle area and surrounding background area as new samples. Then for every 10 frames, we add new samples into the old samples set and reselect the optimal $k$-feature subset.

3.1. Tracking result with different values of $k$

Our method could not select the most suitable value for $k$ automatically, so we run our tracker with different values of $k$ in order to obtain an appropriate value for it. Figs. 4 and 5 show the performance and tracking speed of our method on several test videos with different values for $k$. We can see that performance may not get better as $k$ gets larger. Besides, when $k$ gets larger, the tracking speed becomes slower. Since our tracker achieves the best performance on the three test videos with $k = 3$, we set $k = 3$ in our following experiment.

3.2. Comparison experiments

We test our method with $k = 3$ on several image sequences from different database and provide results on three challenging sequences to illustrate the benefits brought by our feature subset.

![Tracking results and the selected features on "egtest01".](image)

(a) Tracking result of "egtest01" (the 1st row: Our result, the 2nd row: Collins’ result, the 3rd row: OBT, the 4th row: CPT).

(b) The indexes of the features selected with our method and [1].

**Fig. 8.** Tracking results and the selected features on "egtest01".
3.2.1. Collins’ feature selection method

Given a feature \( f_o \), feature values of the pixels on the target and background are used to form target’s histogram \( H = [h'_1, h'_2, \ldots, h'_L] \) and background’s histogram \( \overline{H} = [h_b', h_b'', \ldots, h_b'] \) respectively, with \( \sum_{i=1}^{L} h'_i = 1, \sum_{i=1}^{L} h_b' = 1 \). Here \( b \) is the length of histogram. Let \( \epsilon = 0.0001 \), \( L(j) = \log \left( \max[h'_i, \epsilon] / \max[h_b', \epsilon] \right) \) and \( V(L, \overline{H}) = \sum_{j=1}^{b} h'_j L^2(j) - \left( \sum_{j=1}^{b} h'_j L(j) \right)^2 \). Then the discriminability of \( f_o \) is evaluated separately according to \( S(f_o) \).

\[
S(f_o) = \frac{V(L, (H + \overline{H})/2)}{V(L, H) + V(L, \overline{H})}.
\]

The larger \( S(f_o) \), the better feature \( f_o \) is. The best \( k \) features are used for object tracking.

3.2.2. Qualitative comparison experiments and analysis

The first image sequence is from “ThreePastShop2cor” [12]. The greatest challenge of this sequence is that a very distractive person gets close to the interested person and they exchange their positions during frame 450–505. As shown in Fig. 6(a), our tracker tracks the target in frame 844 while the other three trackers begin to lose the target in frame 443 because target’s appearance is not discriminative, according to the features they select. Fig. 1(b) shows the distribution and weights of particles using feature selected by our method while Fig. 1(c) is about that using features selected by Collins’ algorithm. Tracking results in that frame are selected by Collins’ algorithm. Tracking results in that frame are selected by our method while Fig. 1(c) is about that using features selected by Collins’ algorithm.

The second image sequence is “seq_mb". The challenge of this sequence is that it includes 360 degree out-of-plane rotation of the head, partial and complete occlusion of the woman’s head by another man’s head, etc. The woman rotates so fast that CPT begins to lose the target in frame 164 and tracking result shrinks to a blue dot (as shown in the 4th row of Fig. 7(a)). We can also see that when the man’s head gets close to the tracked target, OBT and the tracker using Collins’ feature selection method starts to drift and the tracking results are less accurate than ours. Fig. 7(a) presents some tracking examples of this image sequence and Fig. 7(b) are the indexes of the selected features.

The third image sequence is named as “egtest01” [13] and the tracked car loops around on a runway. Its pose and size vary noticeably. As the appearances of the road and some cars are very similar, CPT and Collins’ lose the target in frame 419. Thanks to online feature selection, our tracker tracks that car successfully in frame 419. Later, due to camera’s movement, CPT and Collins’ method recover the correct tracking. However, in frame 550, because of error accumulation and the similar background, features selected by [1] could not track the car accurately and ‘‘drift’’ begins to happen. Nonetheless, our feature subset selection method succeeds in selecting the distinguishable feature subset for tracking the target car. Fig. 8 shows some representative tracking results of “egtest01” as well as the results of our feature selection method.

From the results of feature selection, we can see that in most time, the intersection between our result and Collins’ is empty. This means the optimal \( k \)-feature subset is not combined with the best \( k \) features. For example, in frame 440 of “ThreePastShop2cor”, \( \{f_7, f_9, f_{10}\} \) is the optimal 3-feature subset, while they are ranked No. 1, No. 14 and No. 17 according to their own discriminative abilities. Fig. 9(a) shows the samples distribution in the selected feature space and in Fig. 9(b), \( p(f_{i(c)}) \) (\( i = 7, 9, 10 \)) and \( p(f_{i(c)}) \) (\( i = 7, 9, 10 \)) are provided. We can see that, \( p(f_{10(c)}) \) and \( p(f_{10(c)}) \) are a little similar, so \( f_{10} \) is not a good feature for classifying the two classes. However, when it is combined with \( f_{7} \) and \( f_{9} \), the generated feature subset could distinguish the target from the background as shown in Fig. 9(a), and they lead to good tracking results in following frames (see frame 443 in Fig. 6). In frame 350 of “egtest01”, the optimal 3-feature subset is combined with \( f_{7}, f_{9} \) and \( f_{10} \), while they are ranked No. 9, No. 20 and No. 7 evaluating by method in [1]. Fig. 10(b) shows the probability density function of each feature and apparently their discriminative abilities are not so good. However, as shown in Fig. 10(a), the samples in the selected feature space are easily to be separated and they generate accurate tracking result in frame 351 (see the upper left image in Fig. 8).

3.2.3. Quantitative comparison of tracking results

We use overlap ratio [14] to evaluate the tracking results quantitatively. For single target tracking task, “Overlap Ratio” (OR) is defined as,

\[
OR_t = \frac{|T_t \cap G_t|}{|T_t \cup G_t|}, \quad t = 1, 2, \ldots, N_{\text{frame}}
\]

where \( N_{\text{frame}} \) is the number of frames, \( T_t \) and \( G_t \) denote the tracking result and ground truth in frame \( t \). Obviously, the higher the overlap...
methods for object tracking. We use FST to describe the whole
more discriminative features than the traditional feature selection
ject tracking. Evaluating feature subset as a whole can generate
4. Conclusions
Comparing to CPT.
0.62 using our method. It has 21.1%, 20.8%, 17.0% improvement
0.6, 0.53 and 0.32, 0.60, 0.59 and 0.39, 0.40, 0.47 using Col-
tions (defined as ATA in [14]) in the three image sequences are
method performs best on every sequence. The average overlap ra-
ferent thresholds. We can see that under the 9 thresholds, our
Table 4 displays PFST on the above three image sequences with dif-
Table 4
Threshold 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
PFST on the first image sequence
Our 1.0 1.0 0.8 0.51 0.33 0.22 0.16 0.10 0.03
Collins 0.86 0.79 0.70 0.43 0.23 0.15 0.12 0.08 0.02
OBT 0.80 0.74 0.52 0.29 0.21 0.18 0.09 0.01 0.00
CPT 0.98 0.86 0.69 0.43 0.24 0.18 0.08 0.04 0.01
PFST on the second image sequence
Our 1.0 0.93 0.93 0.87 0.66 0.48 0.23 0.07 0.01
Collins 0.98 0.87 0.80 0.66 0.48 0.30 0.15 0.04 0.01
OBT 0.91 0.91 0.89 0.86 0.77 0.54 0.35 0.14 0.02
CPT 0.98 0.86 0.70 0.43 0.25 0.18 0.10 0.04 0.01
PFST on the third image sequence
Our 1.0 0.95 0.94 0.91 0.83 0.58 0.26 0.08 0.02
Collins 0.92 0.90 0.86 0.77 0.62 0.44 0.20 0.04 0.00
OBT 1.0 0.99 0.99 0.94 0.84 0.66 0.47 0.25 0.09 0.02
CPT 0.75 0.74 0.73 0.70 0.66 0.45 0.16 0.03 0.00

results show that our method is more effective than the conven-
tional feature selection method.
In our future work, we will focus on how to find out the global
optimal k-feature subset faster, and how to decide k automatically.
Besides, “drift” problem is still a challenge for our method and it is
another topic of our future study.
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