Achieving constancy in spoken word identification: Time course of talker normalization

Caicai Zhang, Gang Peng, William S.-Y. Wang

Language and Cognition Laboratory, Department of Linguistics and Modern Languages, The Chinese University of Hong Kong, Hong Kong Special Administrative Region

Language Engineering Laboratory, The Chinese University of Hong Kong, Hong Kong Special Administrative Region

Haskins Laboratories, Yale University, New Haven, CT, United States

Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences, Shenzhen, China

Abstract

This event-related potential (ERP) study examines the time course of context-dependent talker normalization in spoken word identification. We found three ERP components, the N1 (100–220 ms), the N400 (250–500 ms) and the Late Positive Component (500–800 ms), which are conjectured to involve (a) auditory processing, (b) talker normalization and lexical retrieval, and (c) decisional process/lexical selection respectively. Talker normalization likely occurs in the time window of the N400 and overlaps with the lexical retrieval process. Compared with the nonspeech context, the speech contexts, no matter whether they have semantic content or not, enable listeners to tune to a talker's pitch range. In this way, speech contexts induce more efficient talker normalization during the activation of potential lexical candidates and lead to more accurate selection of the intended word in spoken word identification.

1. Introduction

Vocal sounds play an important role in communication for humans and animals (Hockett, 1960). In human speech production, linguistic message is intricately intertwined with talker-specific characteristics in acoustic signals (Johnson, 2005; Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967; Nusbaum & Morin, 1992). Physiological differences between talkers such as the size and configuration of one's vocal apparatus are known to modulate the acoustic realization of linguistic content (Johnson, 2005; Liberman et al., 1967). Such talker variability in speech signals poses a challenge for rapid and accurate speech perception. Nevertheless, listeners show extraordinary success in recovering the intended linguistic message (Johnson, 2005; Liberman et al., 1967; Nusbaum & Morin, 1992). How listeners manage to map variable acoustic signals onto identical words is a fundamental question in speech perception (Johnson, 2005; Kuhl, 2011; Liberman et al., 1967; Mestgarani & Chang, 2012). However, a full answer to the question of perceptual constancy remains to be achieved.
lexical processing in speech perception (Goslin, Duffy, & Floccia, 2012; Kaganovich, Francis, & Melara, 2006). These studies point to the importance of STG/STS and MTG in the potentially overlapping network of talker processing and lexical processing.

In this study, we examine the context effect on the perceptual normalization of talker variability. The term ‘talker normalization’ used in this study refers to the process that listeners rescale speech stimuli with talker variability against a phonetic reference extracted from the speech context (i.e. what a talker produced earlier). Cantonese level tones are ideal for studying the question of talker normalization. There are three level tones in Cantonese, high level tone, mid level tone and low level tone, which contrast a similar pitch trajectory at different pitch heights. Talker variability in pitch range gives rise to overlap in the acoustic realization of these three level tones (Peng, Zhang, Zheng, Minett, & Wang, 2012; Zhang, Peng, & Wang, 2012). Consequently, it interferes with the perception of level tones. Without a reference to a particular talker’s pitch range, a word carrying a flat pitch contour is ambiguous and can be mapped onto words with any of these three level tones (Francis, Ciocca, Wong, Leung, & Chu, 2006; Peng et al., 2012; Wong & Diehl, 2003; Zhang et al., 2012).

An important way for listeners to tune to a particular talker’s pitch range is to explore the talker-specific distribution of phonetic cues in a speech context (Joos, 1948). Previous studies have reported a contrastive context effect on the perception of different speech elements, including consonants (Holt, 2006; Mann & Repp, 1981), vowels (Johnson, 1990; Ladefoged & Broadbent, 1957; Nearey, 1988; Nearey & Assmann, 1986), and lexical tones (Francis et al., 2006; Huang & Holt, 2009; Leather, 1983; Moore & Jongman, 1997; Peng et al., 2012; Wong & Diehl, 2003; Zhang et al., 2012).

With regard to Cantonese level tones, it has been found that the perception of an identical word can be changed from one level tone to another level tone depending on the relative pitch height of the speech context (Francis et al., 2006; Wong & Diehl, 2003; Zhang et al., 2012). These studies showed that the same word with mid level tone was identified as having low level tone when embedded in a context with raised fundamental frequency (F0), and as having high level tone when embedded in a context with lowered F0. These findings indicate that the perception of Cantonese level tones does not rely on absolute F0 exclusively. Rather, the perception is relative to a talker’s pitch reference built from the speech context (Francis et al., 2006; Huang & Holt, 2009; Leather, 1983; Moore & Jongman, 1997; Wong & Diehl, 2003; Zhang et al., 2012). For example, the distribution of high F0 in the preceding context implies that a talker speaks with a high pitch range. Adjustment to this talker’s high pitch range ensures that listeners overcome the interference of talker variability in pitch range and correctly recognize incoming words from this talker (Joos, 1948).

In connection to the mechanism of talker normalization, the contrastive context effect suggests that the mapping between acoustic signals and phonological categories is dynamically computed given the available phonetic cues about a talker. Listeners likely build a model of a talker’s pitch range from the preceding context, which would serve as a reference for mapping the talker-variant acoustic signals onto invariant phonological categories. When the overall F0 of the context is raised or lowered, it requires listeners to update the talker reference, prompting listeners to map identical acoustic signals onto different phonological categories.

Despite the importance of context effect in talker normalization, the neural processes underlying context-dependent normalization, especially the temporal aspect of neural processes are largely unknown. The time course of context-dependent normalization can provide important insights into the online processes of spoken word identification. It is widely accepted that online word identification includes auditory processing and lexical retrieval processes (Allopenna, Magnuson, & Tanenhaus, 1998; Dahan & Magnuson, 2006; Desroches, Newman, & Joanisse, 2008; Gu et al., 2012; Marslen-Wilson, 1987; Van Petten, Coulson, Rubin, Plante, & Parks, 1999). However, it is unknown how the problem of retrieving lexical information from talker-variant speech signals is solved in online word identification. Moreover, if the putative normalization process (i.e. rescaling the phonetic properties of a target word against a contextually built talker reference) is proved to have psychological reality, the question is whether normalization takes place during auditory processing or the lexical retrieval stage. Previous neuroimaging studies point to the integration of talker and lexical processing. However, due to the low temporal resolution of fMRI, it is difficult to separate auditory processing from lexical retrieval in online word identification.

To explore the aforementioned questions, the present ERP study aims to examine the time course of context-dependent talker normalization in the identification of words carrying Cantonese level tones. We test the psychological reality of the putative normalization process by examining how the target word (＃ji33/‘meaning’, mid level tone) produced by four native Cantonese speakers with different pitch ranges (two female, two male; see Fig. 1A) is mapped onto the same word. As mentioned earlier, a word with mid level tone produced by different speakers is ambiguous and could be mapped to words with other level tones. Moreover, we examine how the perceptual responses to the same target word are changed when the F0 trajectory of the preceding context is raised, kept unshifted, or lowered. If the phonetic rescaling process is psychologically real, the target word would be expected to be mapped onto the word with low level tone (i.e. ＃ji22/‘two’) in the raised F0 condition, to the word with mid level tone (i.e. ＃ji/ji33/‘meaning’) in the unshifted F0 condition, and to the word with high level tone (i.e. ＃ji/ji55/‘doctor’) in the lowered F0 condition. Moreover, such mapping pattern is expected to be consistent across four speakers despite the variability in their pitch ranges.

![Fig. 1. Experimental materials.](image-url)
To probe the time course of talker normalization, we examine how the ERP responses to the same set of target words (i.e. ㅐ / ji33/ produced by four talkers) are influenced by three types of preceding contexts – a nonspeech context (‘Nonspeech’), a nonsense speech context (‘Speech_Nonsense’), and a meaningful speech context (‘Speech_Meaningful’). The Speech_Meaningful context is a neutral context (i.e. ji55 ko33 tsí22 hi22 _ / ‘this word is’) that places no semantic constraint on the following target word. We use the Nonspeech context as the control condition to segregate the normalization process in the two speech context conditions. The rationale is that the Nonspeech context, which does not sound like the vocalization of a talker, is less relevant to estimating a talker’s phonetic space (Zhang et al., 2012). It has been found that the nonspeech context which contains certain phonetic cues (such as F0) that are identical to those in the speech context does not affect the perception of multi-talk speech stimuli at large (Francis et al., 2006; Zhang et al., 2012). Although some previous studies suggest that general perceptual cues, irrespective of whether the carrier is speech or nonspeech, contribute to talker normalization (Holt, 2006; Huang & Holt, 2009; Laing, Liu, Lotto, & Holt, 2012), the effects of speech and nonspeech contexts are not equal in all cases. As far as Cantonese level tones are concerned, studies converge to suggest that the effect of the nonspeech context is at best marginal (Francis et al., 2006; Zhang et al., 2012).

Based on the established unequal effects of speech and nonspeech contexts in Cantonese tone perception, we compare the ERP responses between the Nonspeech context and the Speech_Meaningful context. In particular, we examine the ERP responses where the Speech_Meaningful context diverges from the Nonspeech context. In addition to the Nonspeech context and the Speech_Meaningful context, an intermediate condition – the ‘Speech_Nonsense’ context – is included to investigate whether the lack of semantic content in the speech context interferes with the effect of contextual phonetic cues. It is likely that listeners may still be able to extract a talker’s pitch reference even though the speech utterance is meaningless. Fig. 1B illustrates the experimental design of this study.

For the behavioral responses, we expect to find differential effects of the three contexts. We expect the Speech_Meaningful context to work most efficiently in facilitating talker normalization (i.e. eliciting the highest rate of expected responses in the identification of the target depending on the relative F0 height of the context), followed by a similar or slightly weaker facilitatory effect for the Speech_Nonsense context, and no significant effect for the Nonspeech context.

For the electrophysiological responses, we expect the neural processes of the target word to be modulated by the three types of contexts. If talker-specific information is processed in conjunction with lexical retrieval, as suggested by previous neuroimaging studies (Chandrasekaran et al., 2011; von Kriegstein et al., 2003; von Kriegstein et al., 2007; von Kriegstein et al., 2010; Wong et al., 2004), it is likely that the N400 would be elicited and differentially modulated by the three types of contexts. The N400 is a negative-going deflection that extends from about 250 to 500 ms after stimulus onset, indexing a range of processes such as semantic expectancy violation and access to semantic memory (Kutas & Federmeier, 2011). In this study, the Speech_Meaningful and the Speech_Nonsense contexts bear little semantic expectation for the identity of the target word. It is therefore less likely that the N400 would be elicited as an index of semantic expectancy violation. Nevertheless, the N400 may be elicited reflecting semantic memory retrieval in the recognition of the target word. According to the semantic access account of the N400, in order to recognize an incoming word, listeners would retrieve semantic memory of lexical items that match the phonetic properties of this word (Kutas & Federmeier, 2011). In this study, two speech contexts, one with semantic content and one without, provided talker-specific pitch reference for the normalization of the F0 of the target word. That being said, these two speech contexts are expected to facilitate lexical retrieval in target word recognition, thereby eliciting reduced N400 amplitudes compared with the Nonspeech context. The Speech_Meaningful context, which has coherent semantic content, might elicit similar or even smaller N400 amplitude than the Speech_Nonsense context.

If the talker normalization process takes place prior to the lexical retrieval process, the modulation of different context conditions is likely to show up in earlier components like N1 and P300. The N1 is elicited by the onset of an auditory stimulus and is associated with auditory processing (Griffiths, Buchel, Fracowiak, & Patterson, 1998; Roberts & Poeppel, 1996; Seither-Preisler, Krumholz, Patterson, Seither, & Lütkenhöner, 2004). In this study, the N1 is expected to be elicited by the onset of the target word, which is separated from the preceding context by a brief silent interval. The P300 is a positive-going component usually elicited in the oddball paradigm, which is thought to index the generation and updating of internal hypotheses about what the brain is about to experience (Donchin, 1981; Polich, 2007). Although the present study did not use an oddball paradigm, the sensory input of the target word is likely to be evaluated against an internal model of a talker’s phonetic space in context-dependent normalization. The active evaluation and integration of the target word with the context might recruit a similar neural process as that indexed by the P300 in the oddball paradigm. If the N1 and the P300 are differentially modulated by the three context conditions, it supports the account that the normalization process likely takes place before the lexical retrieval.

2. Materials and methods

2.1. Participants

Sixteen right-handed native speakers of Hong Kong Cantonese (nine female, seven male; mean age = 21.0 years, SD = 1.2, aged 19.4–23.9 years) were paid to participate in the experiment. Two more subjects who participated in the experiment were excluded from the analysis due to less than 50% of accepted trials in electroencephalographic (EEG) data (i.e. a trial with EEG potentials exceeding ±120 µV at any electrode was rejected from the analysis; see 2.3 EEG recording and data analysis below). All subjects were university students, with normal hearing, no musical training and no reported history of neurological illness. The experimental procedures were approved by the Survey and Behavioral Research Ethics Committee of The Chinese University of Hong Kong. Informed written consent was obtained from each subject in compliance with the experiment protocol.

2.2. Stimuli and experimental design

Stimuli and experiment design of the present study largely followed the previous study (Zhang et al., 2012). Four native speakers of Hong Kong Cantonese (two female, two male; all in twenties) with different pitch ranges were recruited to record the speech utterances. Fig. 1A displays the F0 trajectory of the word (מסעדות / ji33/ ‘meaning’) produced by each talker. Talker variability in the F0 realization of the same word implies that this word is likely to be misidentified as having other level tones without talker normalization (Francis et al., 2006; Peng et al., 2012; Wong & Diehl, 2003; Zhang et al., 2012). Two types of sentences were recorded from each talker, one meaningful sentence, i.e. _keywords / ji55 / ko33 tsí22 hi22 ji33/ ‘This word is meaning’, and one nonsense sentence, i.e. _keywords / ji55 tsíb o33 si22 po22 ji33/ ‘This mistake sees money meaning’. For both sentences, 응 / ji33/ ‘meaning'
At the end of the sentence was the target word, and the preceding part served as the context. The meaningful sentence was semantically neutral in order to minimize semantic expectation effect on the identification of the target word. For the nonsense sentence, each syllable was a morpheme in Cantonese, but these morphemes combined together had no coherent semantic content. The meaningful and nonsense contexts were matched in rhymes and tones.

Each talker was asked to read aloud the above two sentences for six times. For each talker, one typical token (i.e. F0 of this token was close to the average of all tokens) of the target word /ji33/ was selected. Selected target words for four talkers were normalized in duration and intensity, by adjusting the duration of each word to 450 ms, and adjusting the peak intensity level to 55 dB in Praat. F0 and segmental cues of the target words were preserved. One token of the meaningful context and of the nonsense context that were matched in the statistical properties of F0 (mean, minimal and maximal F0 of the context) were selected for each talker. To balance the loudness level between the target and the context, the average intensity level of each context was normalized to 55 dB, identical to the peak intensity level of the target. The overall F0 trajectory of each context was then raised by three semitones, kept unshifted and lowered by three semitones respectively to examine the influence of contextual F0 shift on the perception of the target. The F0 trajectory and intensity profile extracted from 12 meaningful speech contexts were used to synthesize the nonspeech context. The average intensity level of the nonspeech context was set to 75 dB, 20 dB higher than the speech equivalents to match the loudness level of the nonspeech context with that of the target.

The target was embedded in the nonspeech, meaningful and nonsense speech contexts in a talker-coherent way (i.e. the target and contexts from the same talker) following a silent interval jittered within the range of 300–500 ms (Fig. 1B). The jittered interval between the context and the target was used to minimize the transient effects of the preceding contexts in the ERP analysis. The three context conditions, which differ in themselves, may have transient effects that persist into the neural processing of the target word. Averaging across the target words that were presented at different temporal positions after the offset of the preceding context at least partially smears out the transient effects (Woldorff, 1993).

In addition, four filler sentences were recorded from the same four talkers. One meaningful sentence, ‘Please carefully listen to meaning’ was recorded from one female and one male talker, and a second sentence, ‘Now I will read meaning’ was recorded from the other two talkers. Two nonsense sentences matched with the meaningful sentences in rhymes and tones, were recorded accordingly. Following the procedures described above, nonspeech counterparts were generated from the F0 trajectory and intensity profile of two meaningful filler contexts. The F0 trajectory of filler contexts was not raised or lowered. The ratio of test and filler sentences was 3:1.

Fig. 2. ERP waves and topographical maps. (A) Global field power averaged across all experimental conditions and across 16 subjects. (B) ERP waves averaged from 16 subjects for the three context conditions (Nonspeech, Speech_Nonsense and Speech_Meaningful) at three midline electrodes, Fz, Cz and Pz. (C) Topographical maps of the three ERP components: N1 (100–220 ms), N400 (250–500 ms), and LPC (500–800 ms).
Stimulus presentation was blocked by the context condition, with each block comprising stimuli of one context condition, i.e., non-speech context ('Nonspeech'), nonsense speech context ('Speech_Nonsense'), and meaningful speech context ('Speech_Meaningful'). Within one block, all 16 stimuli ((3 test sentences + 1 filler) × 4 talkers) were presented in random order and repeated for nine times. Across all three blocks, the target words were the same, i.e., /ji22/ produced by four talkers, while the context condition changed from block to block. Presentation order of the three blocks was counterbalanced across the subjects. One practice block with meaningful speech sentences recorded from two talkers other than the four talkers was presented first to familiarize subjects with experiment procedures.

All stimuli were presented binaurally to the subjects via a pair of I-A-Tone 3A Insert Earphones. Subjects were seated in a quiet office room and instructed to identify the target word as any of the three Cantonese words, /ji55/ 'doctor', /ji33/ 'meaning', and /ji22/ 'two' by pressing the labeled buttons on a computer keyboard (Left Arrow, Down Arrow and Right Arrow). These three words correspond to high level tone, mid level tone and low level tone respectively, and differ exclusively in tone. Subjects were instructed to hold their responses until a question mark appeared on the computer screen, which was presented 1 s after the offset of the target word. Behavioral response was delayed by 1 s in order to reduce artifacts induced by the manual movement on the ERPs of the target. Subjects were given 2 s to respond after the question mark appeared. All 16 subjects were divided into two groups, one group responding with the right hand, and the other group responding with the left hand.

2.3. EEG recording and data analysis

Throughout the experiment, EEG data were recorded using a 32-channel Biosemi ActiveTwo EEG system. Fp1, Fp2, and two additional electrodes attached to the outer canthus of each eye were used to monitor artifacts due to eye activities. Two more electrodes attached to each mastoid were used as offline references. The recordings were digitized at a sampling rate of 1024 Hz. The data were analyzed with BESA V5.1.8. EEG recordings were referenced offline against average-mastoid, and re-filtered with 5–30 Hz band-pass zero-phase shift digital filter (slope 24 dB/Dec). Epochs ranged from −100 to 800 ms time-locked to the target onset were extracted. Baseline correction was performed according to pre-target activity within the window of −100 to 0 ms. Epochs with potentials exceeding ±120 μV at any electrode were rejected from analysis. Epochs were averaged according to the three context conditions. Three components – the N1 (100–220 ms), the N400 (250–500 ms) and the Late Positive Component (LPC, 500–800 ms) – were determined from the global field power1 averaged across all experimental conditions and across all subjects (Fig. 2A).

Different sets of electrodes were selected for the N1, the N400 and the LPC according to the topographic distributions (Fig. 2B) and ERP waveforms (Fig. 2C). Ten electrodes (FC1, FC2, FC5, FC6, F3, Fz, F4, C3, Cz, C4) where N1 amplitude was expected to peak were selected for the N1, eight electrodes (FC1, FC2, F3, Fz, F4, C3, Cz, C4) where N400 amplitude was expected to peak were selected for the N400, and six electrodes (C3, Cz, C4, P3, Pz and P4) where LPC amplitude was expected to peak and three electrodes (F3, Fz, F4) where LPCs differed most by eyeballing across conditions were selected for the LPC. Amplitudes were averaged across all the selected electrodes for the N1, N400 and LPC respectively for each context condition and for each subject. The peak latency of a component for each subject was defined as the timing point corresponding to the minimal (for N1 and N400) or maximal (for LPC) point of the 2nd-order polynomial fitted curve to the ERP wave.

3. Results

3.1. Behavioral results

Given the contrastive context effect, the identical target word was expected to be identified as /ji55/ 'doctor', /ji33/ 'meaning', and /ji22/ 'two' by pressing the labeled buttons on a computer keyboard (Left Arrow, Down Arrow and Right Arrow). These three words correspond to high level tone, mid level tone and low level tone respectively, and differ exclusively in tone. Subjects were instructed to hold their responses until a question mark appeared on the computer screen, which was presented 1 s after the offset of the target word. Behavioral response was delayed by 1 s in order to reduce artifacts induced by the manual movement on the ERPs of the target. Subjects were given 2 s to respond after the question mark appeared. All 16 subjects were divided into two groups, one group responding with the right hand, and the other group responding with the left hand.

Fig. 3A–C display the identification rate of expected responses in the raised F0, unshifted F0 and lowered F0 conditions respectively. For the Nonspeech context condition, the identification rate was significantly above chance level for Female Low talker in the raised F0 condition, and for Female High and Male Low talkers in the unshifted F0 condition. It failed to reach significance for any talker in the lowered F0 condition. On the other hand, for the two speech context conditions, the identification rate was significantly higher than chance level for all four talkers consistently across the three F0 shift conditions.

Sporadically significant identification rates for some talkers in the Nonspeech context condition seemingly suggest that the Nonspeech context might have an effect on normalization for some talkers. Nevertheless, further examination clarifies that the Nonspeech context had no effect for any talker. The significant identification rates were driven by other factors such as talker-specific pitch information (also see Zhang et al., 2012). This point is elaborated below.

Fig. 3D shows the percentage of all three word responses for the four talkers and the three F0 shift conditions in the Nonspeech context condition. Responses other than the expected ones can reveal more details of the perceptual performance. It can be seen that the proportion of three responses was largely similar across the three F0 shift conditions. This observation was confirmed by a three-way repeated measures ANOVA conducted on the proportion of responses with F0 shift (raised F0, unshifted F0 and lowered F0), talker (Female High, Female Low, Male High and Male Low) and word response (/ji55/, /ji33, and /ji22/) as three within-subjects factors. Greenhouse-Geisser method was applied to correct violations of sphericity where appropriate.

There was no significant main effect of F0 shift (F(2,30) = 1.2, p = 0.32), nor significant interaction effects of F0 shift by talker (F(2.95,44.18) = 1.74, p = 0.17) or F0 shift by word response (F(2.22,33.3) = 0.35, p = 0.73). It means that listeners did not rescale the pitch percept of the target according to the F0 height of the Nonspeech context, and that this pattern held for all four talkers. The only significant effects were the main effect of word response (F(2,30) = 16.99, p < 0.001), and the interaction of talker by word response (F(2,21,33.08) = 9.81, p < 0.001). It suggests that the perceptual response to the target was different across the four talkers, reflecting the influence of talker-specific pitch information. For
example, in the unshifted F0 condition, only 17.36% of the target from the Female High talker was misidentified as the word with low level tone. Nevertheless, it was mainly misidentified as having low level tone (69.44%) for the Female Low talker, due to this talker’s lower pitch range than that of the Female High talker. Similar influence of pitch range difference can be seen for the two male talkers. For the Male High talker, there was a mild trend of misidentifying the target word as having high level tone (34.03%). For the Male Low talker, the target word tended to be misidentified as having low level tone (37.5%) rather than as having high level tone (6.25%). It should be noted that listeners did not confuse words produced by female and male talkers, suggesting that listeners have knowledge of gender-specific pitch information which facilitates lexical tone perception (Bishop & Keating, 2012; Honorof & Whalen, 2005; Peng et al., 2012; Smith & Patterson, 2005; Zhang et al., 2012). The results indicate that listeners did not adapt to the talker-specific pitch range via F0 cues of the Nonspeech context, and that the perception was biased by the interference of a talker’s pitch range.

In summary, behavioral results of this study replicated the findings of previous studies (Francis et al., 2006; Zhang et al., 2012), which converge to show unequal effects of nonspeech and speech contexts on the perception of Cantonese level tones. Listeners rescaled the pitch percept of the target according to the talker-specific pitch reference extracted from the Speech_Meaningful and Speech_Nonsense contexts. However, no such effect was found for the Nonspeech context for any talker. It is noteworthy that the Speech_Nonsense context elicited a fairly high proportion of expected responses in all conditions, suggesting that the contextual phonetic cues facilitated talker normalization despite the lack of semantic content.

The behavioral results attested the psychological reality of the rescaling process in talker adjustment. Differential effects of nonspeech and speech contexts in behavioral responses bear predictions on the modulatory effect of the three context conditions on the neural processing of the target word. We expect both Speech_Meaningful and Speech_Nonsense contexts that facilitate talker adjustment to diverge from the Nonspeech context condition in the ERP waves, which provides information regarding the time course of talker normalization in spoken word identification.

### 3.2. Electrophysiological results

Three components were identified in the ERP responses time-locked to the onset of the target word, the N1 (100–220 ms), the N400 (250–500 ms) and the LPC (500–800 ms). In order to increase the signal-to-noise ratio, trials were pooled across the four talkers per context condition and per contextual F0 shift condition for each subject. Two-way repeated measures ANOVAs were conducted on the peak latency and mean amplitude of the three components separately by indicating context, and F0 shift as two within-subjects factors.

#### 3.2.1. ERP latency

For the latency of N1 and N400, no effects reached significance. For the LPC, only the main effect of F0 shift reached significance (F
Pair-wise comparison with Bonferroni adjustment showed that the unshifted F0 condition elicited significantly longer latency than the lowered F0 condition (673 ms vs. 636 ms, \( p < 0.05 \)).

3.2.2. ERP amplitude

Fig. 4A plots the mean amplitudes of three context conditions in each F0 shift condition for each ERP component. For the N1, there was a significant main effect of context \((F(2,30) = 6.22, p < 0.01\)) and an interaction of context by F0 shift \((F(4,60) = 5.56, p < 0.001\)). Post-hoc analyses suggest that there was a significant difference among three context conditions only in the unshifted F0 condition \((F(2,45) = 8.75, p < 0.001\)). The Nonspeech context elicited significantly larger N1 amplitude than the Speech_Meaningful context did \((−2.83 \text{ vs. } −1.49, p < 0.01\)) and the Speech_Nonsense context \((−2.83 \text{ vs. } −1.90, p < 0.01\)).

For the N400, there was a significant main effect of context \((F(2,30) = 11.76, p < 0.001\)). No other effects reached significance. The Nonspeech context elicited significantly larger amplitude than the Speech_Nonsense context \((2.67 \text{ vs. } 1.62, p < 0.05\)) and the Speech_Meaningful context \((2.67 \text{ vs. } 1.07, p < 0.001\)), whereas no significant difference was found between the two speech contexts.

For the LPC, only the main effect of context reached significance \((F(2,30) = 17.53, p < 0.001\)). The Nonspeech context elicited significantly smaller LPC amplitude than the Speech_Nonsense context \((−0.59 \text{ vs. } 0.94, p < 0.001\)) and the Speech_Meaningful context \((−0.59 \text{ vs. } 1.41, p < 0.001\)), but the two speech contexts were not significantly different from each other.

To analyze the relationship between behavioral and ERP responses, Pearson correlation analyses were conducted between the identification rate and the mean amplitudes of three components. For quality control purpose, one female subject's data were excluded as an outlier from the correlation analyses (LPC amplitude of this subject's data was more than 2.5 SD away from the average amplitude of all 16 subjects). A significant correlation was obtained between the identification rate and the amplitudes of the LPC \((r = 0.39, p < 0.01\)) (see Fig. 4B), but not for the N1 \((r = 0.21, p = 0.18\)) or the N400 \((r = 0.21, p = 0.17\)).

In summary, the N1 showed a difference among three context conditions only in the unshifted F0 condition. The two speech contexts elicited smaller N400 amplitudes and larger LPC amplitudes than the Nonspeech context. Moreover, a significant correlation between the identification rate and the LPC amplitude was found.

4. Discussion

4.1. Time course of context-dependent talker normalization

Little is known about how lexical information is retrieved from talker-variant speech signals in online word identification. Models of spoken word identification assume the talker normalization process without explicitly specifying its time course in online processing (Allopenna et al., 1998; Dahan & Magnuson, 2006; Desroches et al., 2008; Van Petten et al., 1999). This ERP study investigated the time course of context-dependent talker normalization in online word identification in a tone language. Three components were identified: the N1 (100–220 ms), the N400 (250–500 ms) and the LPC (500–800 ms). We interpret the neural processes in the three time windows as involving: (a) auditory processing, (b) talker normalization and lexical retrieval, and (c) decisional process/lexical selection. Fig. 5 illustrates a tentative model for the time course of spoken word identification that involves talker normalization.

4.1.1. N1

The N1, which was elicited by the onset of the target word, likely involves the auditory processing of the sensory input of the target word (Griffiths et al., 1998; Roberts & Poeppel, 1996; Seither-Preisler et al., 2004). In this time window, a difference among three context conditions was found in the unshifted F0
condition, but not in the other two F0 conditions. Lack of systematic context differences in three F0 shift conditions does not allow us to conclude that talker normalization occurs in this time window. The inconsistent N1 effect will not be discussed any further in this study, which focuses on the investigation of context-dependent talker normalization.

4.1.2. N400

In the N400 time window, systematic differences between the nonspeech context and the two speech contexts were first found, with the nonspeech context eliciting larger N400 amplitudes than the two speech contexts. The systematic context differences indicate that talker normalization (i.e. rescaling the target word against contextually built talker reference) occurs no later than the N400 time window. Moreover, talker normalization may overlap with the lexical retrieval process in this time window. This point is further discussed below.

In the literature, the N400 has been hypothesized to represent the binding of information obtained from stimulus input with representations from short-term (i.e. violation of semantic expectancy built from a recent context) and long-term memory (i.e. activation of mental lexicon) (Hagoort, Baggio, & Willems, 2009; Kutas & Federmeier, 2011). In this study, since the two speech contexts are either semantically neutral or meaningless, neither context provides semantic constraint on the short-term binding of the target and the context. Indeed, any word can appear after the Speech_Meaningful and Speech_Nonsense contexts. Hence, it is unlikely that the N400 elicited in this study merely reflects semantic expectancy violation (Kutas & Federmeier, 2011).

We conjecture that the N400 found in this study involves talker normalization and lexical retrieval which overlap in spoken word identification. In the literature, it has been suggested that to deal with the variability in speech signals, all lexical candidates that fit the phonetic properties of a word can be co-activated online, but the activation level of each candidate is proportional to its match with the target speech signal (Federmeier & Laszlo, 2009; Hagoort et al., 2009). Following this account, multiple lexical candidates that are phonetically similar to the target word (i.e. /ji55/ high level tone; /ji33/ mid level tone; /ji22/ low level tone) may have been co-activated online in this study. But the activation level of each candidate depends on the match of each candidate with the phonetic property of the target signal. In the case of multi-talker stimuli, the match of lexical candidates is not determined by the raw signal (which is ambiguous due to the variance in the signal), but by the normalized signal which is derived from the rescaling of raw signal against the contextually built talker reference. As a result, the target word is mapped onto corresponding words based on the normalized signal. When the F0 of the speech contexts was raised and lowered, requiring the listeners to update the talker pitch reference, the mapping of the normalized target word was changed accordingly.

Speech and nonspeech contexts may have contributed differently to talker normalization in the lexical retrieval process. The two speech contexts elicited smaller N400 amplitude than the nonspeech context. It indicates that speech contexts, no matter whether they have semantic content or not, enable listeners to tune to a talker’s pitch range. Consequently it ensures that the target signal is efficiently rescaled against the contextually built talker reference, which facilitates the activation of lexical candidates. In contrast, in the nonspeech context, which does not sound like the natural vocalization of a talker, listeners would not tune to a talker’s pitch range. As a result, lexical activation is less efficient in the nonspeech context and relies heavily on unadjusted pitch cues and top-down knowledge of gender-specific pitch information (see Section 3.1).

4.1.3. LPC

The LPC possibly involves the domain-general decisional process with regard to stimulus categorization (e.g. Bohnkessel-Schlesewsky et al., 2011; Finnigan, Humphreys, Dennis, & Geffen, 2002). The LPC amplitude is found to be sensitive to decision accuracy, with larger LPC amplitude elicited in response to accurately categorized stimuli (Finnigan et al., 2002). In this study, subjects were asked to identify the target word as any of the three Cantonese words. In this word identification task, the decisional process might as well be interpreted as a lexical selection process, i.e. selecting a lexical item from a pool of the three choices. We found a positive correlation between the LPC amplitude and the identification rate in this study, which is consistent with the previous finding that the LPC is sensitive to decision accuracy. The two speech contexts elicited larger LPC amplitude and more expected responses than the nonspeech context, suggesting the facilitatory effect of the two speech contexts on the decisional process/lexical selection.

4.1.4. Summary: talker normalization, lexical retrieval and earlier processes

Two hypotheses were mentioned regarding the time course of talker normalization in spoken word identification at the beginning of this study. One hypothesis suggests that talker normalization and lexical retrieval processes overlap in word identification. The other hypothesis suggests that talker normalization occurs prior to lexical retrieval. Our results tend to favor the first hypothesis, showing that the two speech contexts facilitate the mapping of normalized target word onto the activated lexical candidates.

The alternative hypothesis that talker normalization occurs prior to lexical retrieval is less consistent with the results of this study. We did not find evidence that the early component N1 is systematically modulated by the speech and nonspeech contexts. Moreover, we speculated that the evaluation and rescaling of the sensory input of the target word against an internal model of a talker’s phonetic space likely recruits a similar neural process as that indexed by the P300. However, no P300 component has been reliably detected from the ERP waves in this study.

Nevertheless, it is worth noting that ERP components may not serve as reliable estimates of the timing of processing stages (e.g. Pulvermüller, Shtyrov, & Hauk, 2009). It is possible that talker normalization has started earlier in prelexical or phonological processes and persisted into the lexical retrieval and later processes. While we conclude here that talker normalization occurs no later than the lexical retrieval process, the question whether talker normalization may occur before lexical retrieval stays open and merits further studies.

4.2. Implications for the neural bases of talker and lexical processing

Previous neuroimaging studies have found overlapping neural circuitries underlying talker and lexical processing (Chandrasekaran et al., 2011; von Kriegstein et al., 2003; von Kriegstein et al., 2007; von Kriegstein et al., 2010; Wong et al., 2004). For example, left MTG which is implicated in semantic processing is found to be activated when the listeners’ attention was directed to the talker information in the stimuli, suggesting implicit processing of the lexical information (von Kriegstein et al., 2003). Wong et al. (2004) identified a broad neural network including middle-superior temporal and superior parietal regions, which is activated more in the recognition of words in the multi-talker condition than in the single talker condition. A recent study found that left posterior MTG is activated by repeated lexical words but not by repeated pseudowords while the talker is changed (Chandrasekaran et al., 2011), which provides further evidence for the integration of talker and lexical information (Kaganovich et al., 2006).
Our finding that talker normalization likely overlaps with lexical retrieval is consistent with previous neuroimaging studies. The integrated processing of talker and lexical information is at least partly contributed by the overlapping parameters that encode both talker identity and lexical information in acoustic signals (von Kriegstein et al., 2003; von Kriegstein et al., 2007; von Kriegstein et al., 2010). In non-tone languages, vocal tract length differs between different talkers, and it influences the position of formant frequencies in the speech spectrum, which determines the perception of speech elements like vowels (e.g. /a/, /i/ and /u/) and sonorants (e.g. /l/ and /r/). von Kriegstein and colleagues found that left posterior STG/STS which is activated in speech recognition task also responds to the manipulation of vocal tract parameters that convey talker identity/size difference (von Kriegstein et al., 2007; von Kriegstein et al., 2010). Their findings point to the fact that vocal tract length is a shared parameter for conveying talker and lexical information. In tone languages, in addition to vocal tract length, an important parameter for conveying talker and lexical information is the F0. Different talkers in a speech community have different speaking F0 (e.g. Bishop & Keating, 2012; Honorof & Whalen, 2005; Smith & Patterson, 2005), and F0 is used to systematically distinguish lexical meanings in tone languages (e.g. Francis et al., 2006; Peng et al., 2012; Wong & Diehl, 2003; Zhang et al., 2012). The present study shows that F0 which encodes talker information is extracted from speech contexts to build a talker-specific pitch reference, upon which lexical information is retrieved from talker-variant speech signals. Our findings provide additional insights into the integrated processing of talker and lexical information in tone languages.

4.3. Other talker normalization mechanisms: general perceptual mechanism and active control mechanism

In the literature, several hypotheses have been proposed to account for the mechanism of talker normalization. In addition to the context-dependent mechanism, two other mechanisms have been proposed – general perceptual mechanism and attention/active control mechanism. Findings of this study are discussed in connection to these two mechanisms in the text below.

The general perceptual mechanism proposes that talker normalization is mediated by general auditory cues irrespective of speech and nonspeech carriers (e.g. Holt, 2006; Huang & Holt, 2009; Laing et al., 2012). According to this account, speech and nonspeech contexts that carry identical distribution of acoustic cues (e.g. F0) have similar effects on speech perception. The prediction of the general perceptual mechanism is contradictory to the unequal effects of speech and nonspeech contexts found in this study (also see Francis et al., 2006; Zhang et al., 2012).

Another account emphasizes the effect of attention, and shows that the neural network is modulated by the listeners’ attention directed to either speech content or talker information in the stimuli (von Kriegstein et al., 2003; von Kriegstein et al., 2007; von Kriegstein et al., 2010). Bearing a similar emphasis on attention, the active control mechanism proposes that talker variability in speech signals is monitored by an active control process, which controls the computation of talker normalization when attention to or expectation of talker variability is present (Nusbaumer & Morin, 1992). In particular, it was found that the reaction time was increased when the same set of stimuli was presented in the mixed-talker design (i.e. multi-talkers in a block) vs. the blocked-talker design (i.e. one block, one talker), or when listeners expected to hear two different talkers instead of a single talker (Nusbaum & Magnuson, 1997; Nusbaum & Morin, 1992; Wong & Diehl, 2003; Magnuson & Nusbaum, 2007; Wong et al., 2004). The increased reaction time was interpreted as the cost of engaging the active control mechanism only when talker variability is detected or expected.

The difference between speech and nonspeech contexts that we found cannot be explained by attention and the active control mechanism. In this study, listeners were explicitly instructed to pay close attention to both speech and nonspeech contexts in the judgment of the target word. Nevertheless, it is possible that the active control mechanism is engaged in detecting the continuity in talker identity between the context and the target word. Since the nonspeech context does not resemble the voice of any talker, it is less similar to the target word, which is produced by either male or female talkers. The discontinuity in talker identity might have increased the processing cost of the target word in the nonspeech context condition. Nevertheless, little is known about the ERP correlate of the hypothesized active control mechanism. Moreover, the explanation from the active control mechanism is consistent with the general conclusion drawn here that the nonspeech context is less efficient in facilitating talker normalization and lexical retrieval in the recognition of the target word. How the discontinuity in talker identity influences the neural process of talker normalization warrants future studies.

5. Conclusions

The present study provides ERP evidence for the time course of spoken word identification that involves context-dependent talker normalization. Previous models of spoken word identification assume the process of talker normalization without explicitly specifying its time course (e.g. Allopenna et al., 1998; Van Petten et al., 1999). Our findings provide insights into the time course of talker normalization in tone languages, in which the F0 encodes both talker and lexical information. We found that talker normalization occurs no later than lexical retrieval, but the question whether talker normalization may occur before lexical retrieval merits further study.
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